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In recent years, Dynamic Induction Control (DIC) started to gain popularity in the wind energy
community. The goal of this family of wind farm control strategies is to promote wake mixing. This
way, the velocity deficit within the wake recovers earlier and the inflow to the downstream turbine has a
higher energy content.

An early important contribution to the field was given by Goit and Meyers in [1]. The work described
a procedure for finding the optimal dynamic induction of turbines in a wind farm. However, this was
done at a significant computational cost and resulted in an actuation with very large spikes. Munters and
Meyers [2] observed that the optimal signal found in [1] closely resembled a sinusoid, which reduced the
problem to determining the amplitude and frequency of the signal, while also reducing the detrimental
effect on loads. The resulting control strategy is called the Pulse.

While the positive effects of DIC have been demonstrated in simulations and wind tunnel tests ([3]) we
do not yet fully understand the dynamics of the wake.

This work aims to provide insight into it and in particular into the phenomena that promote the mixing.
This is done by focusing on the evolution of the most relevant coherent structures and observing its
dependency on the excitation frequency.

With Dynamic Mode Decomposition (DMD), we chose a data-driven approach to analyze high fidelity
LES data. The Simulator fOr Wind Farm Applications (SOWFA, [4]), is used to generate this data.
The turbine considered in the study is the DTU 10 MW research turbine. Figures 1 and 2 result from a
one turbine simulation. In this case,the blade pitches where collectively actuated with a sinusoidal signal
with a 4° amplitude and St = 0.2Hz. The inflow was uniform with a wind speed of 9m/s.

The DMD is then applied on the flow field. Figure 1 represents the Power Spectral Density of the most
energetic modes as a function of the Strouhal Number. We can observe that the natural frequency of the
first one is very close to the excitation frequency.

In Figure 2 we isolate these same modes in the flow field representation. The same analysis is repeated for
different excitation frequencies and amplitudes looking at the evolution in time and space of the dominant
modes and commenting on the recognizable patterns. By focusing on the modes that contribute the most
to the flow dynamics we gather insight on what causes the increased wake recovery rate in DIC techniques.
This knowledge can then be used for the optimization of the signal parameters in complex layouts and
conditions.
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Figure 1: This spectrum is representative of the energy content of the first three modes, which are also
shown in Figure 2. Their contribution accounts for abouy half of the energy content in the wake.
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Figure 2: Vertical slices of the instantaneous stream-wise velocity at y = 0 and ¢t = 1600s. From top to
bottom we can see the first, second and third DMD modes all superimposed to the zero mode which is
representative of the mean.
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1 Introduction

A floating offshore wind turbine (FOWT) interacts with the incoming wind field and ocean waves re-
sulting in additional complex motions of the turbine compared to a bottom-fixed machine. These added
movements affect the turbine itself as well as the generated wake and its development with increasing
distance to the turbine (Fu, 2019) [1]. In a wind farm, the wake of a turbine might be the inflow for
turbines located downstream inside the farm and result again in additional dynamics which might lead to
higher extreme loads, fatigue loads and power losses. Due to the lack of full scale data, either wind tunnel
experiments or numerical investigations might help to better understand the wake generated by floating
turbines. In this study, the wake features of a model wind turbine submitted to mono-harmonic motions
was investigated experimentally in the large wind tunnel of the University of Oldenburg (UOLD).

2 Experimental set-up

The tests were carried out in the closed-loop wind tunnel (3 x 3 m? inlet section) of the University of
Oldenburg with the MoWiTO 0.6 turbine under idealized conditions, i.e laminar wind and imposed sinu-
soidal motion. The model turbine was mounted on top of a Stewart platform which allows to mimic the
motions of a floating wind turbine in the six degrees of freedom (DoF'). The picture of the figure 1 depicts
the experimental set-up used for the measurement campaign. One-degree of freedom sinusoidal motion
were imposed by the platform on the turbine, multiple amplitudes and frequencies of oscillation were
tested. The six degrees of freedom of a FOWT were thus covered in this study. A total of 21 hot wire
anemometers, arranged in cross-shape, were placed in the wake of the turbine at different downstream
positions ranging from 2D to 10D (D being the rotor diameter, D = 0.58 m). This set-up enabled to
measure the vertical and horizontal axial wind profiles in the wake with a sampling rate of 10 kHz.

Bayati et al. (2017) [2] measured wind speeds in the wake of a model turbine subjected to imposed
sinusoidal motion in surge and outlined the relevance of the so-called wake reduced frequency, freq =
f-D/Uy = 1/Vz, for the estimation of the level of aerodynamic unsteadiness. From the previous equation,
the wake reduced velocity, Vi, can be interpreted for surge DoF as the number of rotor diameters that
would travel an air particle flowing at a speed of Uy, during one motion cycle of the platform at the
frequency, f. The larger the wake reduced velocity the lower the unsteadiness. Based on the capability of
the platform, the experimental study covered a range of wake reduced frequencies from 0.02 to 0.4 with

different amplitudes for each degree of freedom.
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Figure 1: Picture of the MoWiTO 0.6 model turbine mounted on a Stewart platform and installed in
the large wind tunnel of the UOLD

3 Preliminary results

The impact of the platform’s motion (amplitude and frequency) as well as the degree of freedom on the
wake was assessed regarding the following quantities:

o Profile of mean wind speed deficit

o Wake recovery

o Profile of turbulence intensity and turbulent energy content
e Spectral content

« 27 order turbulence features

The analysis of the wind speed signal measured will be presented at the conference.
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Abstract

Coupling actuator methods in LES with an aeroelastic solver can produce a higher fidelity mod-
elling tool for representing wind turbines, as the body forces and actuator positions are influenced
by the interaction between the modelled blades and flow. Hodgson et al. [1] verified the coupling
between the EllipSys3D flow solver and the aeroelastic code Flex5, but peaks observed in blade load-
ing at the root and tip for the actuator methods were attributed to the Gaussian smearing of the
body forces in the domain. This work presents the implementation of the vortex smearing correction
described in Meyer Forsting et al. [2] into the EllipSys3D - Flex5 coupling, which recovers the missing
induction at the blade and therefore can remove the discrepancies seen. The correction methodology
is also extended to account for flexible blade deformations. The beneficial impact on blade loading
and steady state performance is demonstrated, with removal of the unphysical loading peaks, and
improving of the power and thrust behaviour particularly when operating below rated velocity.

1 Introduction

Robust and accurate high-fidelity wind turbine and flow modelling is key to the effective planning and
operation of wind farms. A coupling between the aeroelastic tool Flex5 and the EllipSys3D flow solver
was verified by Hodgson et al. [1], using the Shen tip correction [3] for both actuator disc and actuator line
computations. However, peaks in loading were observed at the blade root and tip, and were attributed
to the Gaussian smearing used to apply the body forces to the domain. The vortex smearing correction
[2, 4] is capable of rectifying this, as it recovers the missing induction at the blade by combining a near
wake model for the trailed vorticity, and a Lamb-Oseen viscous core model. This method has also been
extended to account for rotor coning by [5], by projecting the extracted velocities and blade positions
by the cone angle. Therefore, the contributions of the present work are as follows: implementing the
vortex smearing correction into the Flex5 - EllipSys3D coupling; and extending the method to account
for prebend and flexible deformations of the blades.

2 Methodology

Simulations were conducted with the DTUIOMW Reference Wind Turbine using coupled EllipSys3D
- Flexb, and standalone Flex5 allowed comparison with BEM-based results. Validation of the vortex
smearing correction implementation in the coupled setup was achieved through comparing blade loading
with a standard AL in EllipSys3D. In the scenario with fixed rotational speed, pitch and cone angle, no
flexibility or turbine control, and no flow forcing, identical results were observed.
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After the validation, the implementation was extended to include flexibility. This is based on the
same principle as the coning correction described in [5]; however instead of projecting by a fixed coning
angle, individual angles are calculated at each blade section, therefore allowing for both prebend and
instantaneous deformations to be accounted for.

3 Results

The impact of the vortex smearing correction on the coupled actuator simulations can be assessed through
the steady state performance and blade loading; these results are shown below in Figure 1.

‘- ---Flex5 Stiff —Flex5 Flexible ---- AD Stiff ——AD Flexible - -- - AL Stiff —AL Flexible‘

0.1 0.6 1
0.08 08
0.8 06
= =
G 0.04 13)
0.4
0.02
0.2
0
A -0.02 B)O C 0
) 0 0.2 0.4 0.6 0.8 1 5 10 15 20 25 )5 10 15 20 25
IR Windspeed (m/s) Windspeed (m/s)

Figure 1: A) Tangential loading coefficient; B) CP; C) CT

The tangential loading graph shows that the vortex smearing correction substantially reduces the
magnitude of the loading peaks at blade root and tip. Compared to the Shen correction results in [1] at
the same inflow conditions, there is a 13% load reduction at both r/R = 0.3 and r/R = 0.9 for the flexible
AL. This leads to a reduction in CP at below rated velocities, bringing the performance closer to that
of standalone Flex5. The CT graph shows that with the new correction there is also a more consistent
pitch regime between the four methods, as they all begin to reduce CT simultaneously. However, the
trends between flexible and stiff turbine results are the same, with the flexible actuator disc having a
lower loading towards the blade tip, as discussed in [1].

4 Conclusion

Coupling aeroelastic computations with actuator methods in LES allows the impact of flexibility to be
studied, as the modelled blades can deflect and interact with the flow. The vortex smearing correction
was created to address a fundamental issue in the actuator line formulation, and hence provides more
physical loading predictions [2, 4]. This work combines these two advances in modelling and extends
the smearing correction to include flexibility, and shows the impact in decreasing the non-physical load
peaks and reducing CP at below rated conditions. Next, a full validation of the new coupled setup will
be achieved against fully resolved simulations and experimental data in more complex flow cases.
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1 Introduction

With the wind energy market leaning heavily towards the offshore market in recent years, floating wind
turbines have become the focus of significant research. One of the many challenges of such
configurations is that, due to oceanic waves, the rotor is subjected to large amplitude motions, making
the aerodynamics of these turbines even more complex than that of traditional configurations. The
UNAFLOW [1] project provided a simplified test case for a non-stationary rotor, by simulating a surging
wind turbine in a wind tunnel, without any tilting of the tower.

We employ a source and doublet panel method [2] with free-wakes [3] and a vortex core model [4] in
an attempt to capture phase shift effects on the aerodynamics of a surging wind turbine rotor. The code
is initially validated with airfoil sections. We start with a thin airfoil and compare the results to
Theodorsen theory [5].

Results are shown in figure 1 for a NACAO0O001 airfoil oscillating around the quarter chord at reduced
frequency k= 0.1, where k= wc/2U, where w is the angular frequency w = 2nf, f'is the frequency of the
oscillations, ¢ is the airfoil chord, and U is the freestream velocity. The oscillations follow o = dasin(w?),
where a is the angle of attack, da is the amplitude of the oscillations (1°), and ¢ is time. A large
parametric study was conducted to investigate the source of the discrepancy, with most parameters not
affecting the results at all (grid resolution, time step length, airfoil thickness, amplitude of oscillations,
and airfoil span). We found that k£ was the only parameter that changed the accuracy of the simulations
and that only very small values led to small errors.
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Figure 1 Theodorsen validation results.
(a) Time history for £=0.1. (b) Hysteresis loop for £=0.1. (¢) Phase error versus k.
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The UNAFLOW case has surging data up to /=2Hz, which (for U=4m/s, amplitude=15mm, at 241RPM)
at the tip corresponds to £=0.002. Even though this is quite low, significant differences to experiments
have been observed with BEM and lifting line methods coupled to dynamic stall models [1]. Figure 2
shows the time history of the thrust coefficient Ct for the aforementioned case and the amplitude and
phase for several cases with the same flow conditions, but different values of surge frequency. The
simulations match the experimental data well, showing phase of the thrust relative to the surging motion
of about 90°.
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Figure 2 UNAFLOW validation results.
(a) Time history of Ct for f/=2Hz. (b) Ct fluctuation amplitude. (c) Phase shift versus f.

Results from this study indicate that free wake panel methods achieve phase shift and amplitude levels
which are similar to experimental data. The issues seen in the Theodorsen case are unlikely to appear in
floating wind turbines due to tower motion, as those occur at very low frequencies [6], although high
frequency velocity fluctuations could appear due to incoming turbulence.

Bibliography

[1] Bayati I, Belloli M, Bernini L, Boldrin D M, Boorsma K, Caboni M, Cormier M, Mikkelsen R,
Lutz T, Zasso A, 2018, UNAFLOW project: UNsteady Aerodynamics of FLOating Wind
turbines Journal of Physics 1037

[2] Maskew B, 1987, Program VSAERO Theory Document: A Computer Program for Calculating
Nonlinear Aerodynamic Characteristics of Arbitrary Configurations NASA Contractor Report
4023

[3] KatzJ, Plotkin A, 2001, Low-Speed Aerodynamics 2™ ed Cambridge University Press

[4] Ramasamy M, Leishman J G, 2007, A Reynolds number-based blade tip vortex model Journal of
the American Helicopter Society 52 214-223

[5] Theodorsen T, 1935, General Theory of Aerodynamic Instability and the Mechanics of Flutter
NACA Report 496

[6] Mahfouz, M Y, Molins, C, Trubat, P, Hernandez, S, Vigara, F, Pegalajar-Jurado, A, Bredmose,
H, Salari, M, 2021, Response of the International Energy Agency (IEA) Wind 15 MW
WindCrete and Activefloat floating wind turbines to wind and second-order waves, Wind
Energy Science 6 867-883



S
e we \ POR]’O 17" EAWE PhD Seminar on Wind Energy

FELJP FACULDADE DE ENGENHARIA 3-5 November 2021
UNIVERSIDADE DO PORTO POI‘tO, POI‘tugal

Preliminary data on Active Trailing Edge Flap
aeroelastic models comparison

A Gamberini®?, T Barlas”, and A Gomez Gonzalez®

2Siemens Gamesa Renewable Energy A/S, Brande, Denmark
PDTU, Dept. of Wind Energy, Roskilde, Denmark

E-mail: andrea.gamberini@siemensgamesa.com

Keywords: Trailing Edge Flap, Aeroelastic model, Validation

1 Introduction

Several studies have showed that actively controlled flaps located at the Wind Turbines (WT) blade
trailing edge, so called Active Trailing Edge Flap Systems (ATEFS), are a promising technology on
reducing fatigue and ultimate loads and increasing Annual Energy Production (AEP), see e.g. [1].

The validation of ATEFS aeroelastic engineering models and their load reduction applications at a full-
scale is limited and not easy to perform. In [2], state-of-the-art BEM models of WT equipped with ATEFS
have been compared with models of higher fidelity, including free-wake lifting line and fully resolved CFD
models for an extensive code-to-code comparison. Subsystem validations have been performed with wind
tunnel tests and on an outdoor rotating rig [3]. As for field tests on a full scale WT, only three are known:
[4], [5]and [3]. These field tests confirmed the potential of ATEF in controlling the aerodynamic loads
but also showed the need for further development and validation of the numerical ATEFS models. In this
paper, the first results on the comparison of two ATEFS aeroelastic model are presents. The comparison
aims to characterize the differences between the two models before they will be used in the ATEFS model
validation based on field data obtained from a multi-megawatt WT prototype equipped with ATEFS.

2 Methodology

BHawC and HAWC?2 aeroelastic codes have been selected for the ATEFS model comparison. Both are
BEM-based aeroelastic tools: HAWC2 has been developed by DTU Wind Energy [6], including the
Beddoes-Leishman type ATEFlap dynamic stall model [7]; BHawC is the SGRE internal aeroelastic tool
[8]. For each tool, a model of the same reference WT equipped with ATEFS has been developed. The
reference WT is the multi-megawatt SGRE WT prototype (SWT-DD-120) that has been equipped with
an ATEFS on one of its blade in the VIAs project, a collaboration between SGRE and DTU Wind Energy
Department [9]. The SGRE aeroelastic model of the WT prototype has been used as baseline for the
development of the models in both BHAWC and HAWC2 codes.

The comparison of the two models has been focused on the blade root bending moments, Tower bottom
bending moments and angle of attack along the blade. The comparison has the following structure:

1. Structural comparison, focused on mass, CoG and moment of inertia.

2. Modal analyses on WT modes.

3. Case 1A: Steady state comparison without ATEFS model with imposed WT operational parameters.
To characterize the impact of the different structural and aerodynamic models of the two codes.

4. Case 1B: Steady state comparison with ATEFS and flap in neutral position. To evaluate the impact
of the ATEFS models.

10
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5. Case 1C: Steady state comparison with ATEFS and flap statically activated. To evaluate the impact
of the ATEFS models.

6. Case 2A: Comparison with SGRE WT controller and without ATEFS model. Both steady state
and turbulent wind (10% TEC turbulence intensity). To characterize the impact of the different
implementation of the same SGRE controller on the two codes.

3 Results

The structural comparison of the two aeroelastic models of the WT PT has showed a difference below
1kg in the components mass, below 1 cm in the component CoG (except tower with 11 ¢cm) and below
1% in the main WT moments of inertia. The modal analyses has showed a difference below 1.5% in
the frequency of the first 20 WT modes. The comparison of the steady state simulations of the two
aeroelastic WT models are summarized in table 1. The ATEF model with flap inactive (Case 1B)

Blade Root Blade Root Tower Bottom
Case | Flapwise Bending Moment | Edgewise Bending Moment Bending Moment
Abs Max Mean Abs Max Abs Max Mean
1A | 0% to 3% 0.5% to 2% -2% to 1% -2% to -8% | -2% to -3%
1B | -1% to 3% | 0.5% to 3% -2% to 1% -2% to -6% | -1% to -3%
1C | -1% to 4% | 0.5% to 4% -2% to 1% -2% to 2% | -2% to -1%

Table 1: Overview of the main load differences between HAWC2 and BHawC steady state simulations

increases the difference of 1% in the blade root flapwise bending moment and reduces the difference of
2% in the tower bending moment. The full activation of the flap (Case 1C) further increase the blade
root flapwise bending moment of another 1% but reduces the tower bending moment differences to 2%.
The blade root edgewise bending moment is instead not affected by the ATEF model.

4 Conclusions

The comparisons have showed a good agreement between the results of the aeroelastic model of the
WT PT developed in BHawC and the one developed in HAWC2. The ATEFS models increase the
load differences but still within an acceptable uncertainty value. The comparison where both the WT
controller and turbulent wind are introduced will define the baseline difference between the two models
that will be used in the next phase of the PhD project for the model validation with field data obtained
from the VIAs project.
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Abstract

The design of wind turbines, as almost purely functional structures, is mainly driven by efficiency.
Part of the design approach is the accurate simulation of the overall wind behavior, including load
cycles for fatigue analysis and aerodynamic optimization to increase the durability and efficiency of
wind turbines. The current approach combining wind tunnel testing and computational structural
analysis is an expensive and time-consuming process. CFD analysis has the potential for a combined
assessment of fluid dynamics and structural mechanics applicable to each specific situation. A factor
for the current lack of accuracy in CFD analysis is the quality of the mesh including the reproduction
of turbulence in the model. The results can often be improved by a higher mesh density which
requires more computational power. This study analyzes various meshing layouts and presents the
range of results in quantified charts.

Comparable mesh convergence studies are undertaken for the flow around a cylinder benchmark
(2D laminar flow at a low Reynolds-number, 1996) in Ansys Fluent and OpenFoam. The results are
evaluated for the drag and lift coefficient as well as the pressure difference. Adjusted ratios between
zones of different gradients are investigated within this research refining meshing guidelines resulting
in an optimized mesh.

This research quantifies the accuracy regarding the mesh topology and required density. Seeking
the same accuracy for the drag coefficient and pressure difference the mesh density varies by up to a
factor of 10, the lift coefficient shows even higher variation with a factor of more than one hundred
between different mesh topologies. A better understanding regarding the mesh topology and required
density can lead to a more efficient performance-based design process for wind turbines using CFD
analysis.

Keywords: aerodynamics, CFD, mesh topology, mesh density, mesh optimization

1 Introduction

Computational Fluid Dynamics (CFD) simulations are highly dependent on the mesh topology and den-
sity. In spite of their importance, meshes are often only a side issue in published CFD studies. This
research focuses on the accuracy of CFD simulations for different mesh topologies and densities. As
computational power imposes a constraint on complex CFD simulations the aim of this study is to ensure
a high accuracy solution with a minimum number of cells.

The Navier-Stokes-Equation describing laminar and turbulent fluid flow is a complex non-linear prob-
lem. CFD uses discretization methods to retrieve approximate solutions for those differential equations.
Spatial discretization requires a sufficient mesh and schemes to calculate algebraic solutions at different
points throughout the mesh while temporal discretization uses time steps in transient solutions. In order
to determine the influence of the mesh induced error regarding the accuracy of the simulation a bench-
mark example is needed. This study focuses on circular cross sections as used for wind turbine towers.
For an incompressible laminar flow at a Reynolds number of 20 (compare figure 1) the analytical steady
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result of the drag cp and lift ¢, coefficient as well as the pressure difference A, between luv- and leeward
side are known with a minimum accuracy of 10719 [1][2]. At this low Reynolds number only a narrow
turbulence wake forms as the separations points lie close to the rear of the cylinder [3]. For laminar flow
the near wall flow is also considered laminar and the wall shear stress is therefore less dependent on the
distance between the first cell centroid and the wall than for turbulent flow [4]. The influence of the mesh
in this laminar case can therefore be analyzed with the least amount of additional factors influencing the
solution as faster turbulent flows require turbulence models, wall functions and are time dependent.

2 Meshing accuracy

In CFD simulations inaccuracies may occur due to model errors e.g. from the insufficiently simulated
turbulence, discretization errors, (iterative) solution errors and integration errors [5]. This paper focusses
on the discretization error from insufficient meshing.

Grid refinement studies are undertaken for each topology as normally a higher accuracy of the results
and therefore a reduction of errors can be observed with mesh refinement. Being obligatory for CFD
simulations the grid refinement studies or mesh dependency tests can prove that a solution is independent
from the mesh and the accuracy doesn’t change with further refinement [4][6].

The requirements for the accuracy of CFD simulations depend on their specific application. For example,
when specifying wind loads on wind turbine towers with wind tunnel or CFD tests a safety factor of 1.5
has to be applied for the ultimate limit state of the structure according to the EuroCode [7].

For the wind velocities around buildings guideline [8] already states specified accuracies for the simulated
velocity and turbulence intensity of £5% or an absolute difference of < 0.01 compared to model results.
This has to be fulfilled with a hit rate of 95% of the tested points in the domain. For the comparison
with wind tunnel results the requirements even go down to +25% or an absolute difference of < 0.06.
As meshing is not the only error source for CFD simulations it is important to know what influences the
meshing alone can have on the accuracy of the results. This study quantifies the accuracy of the mesh
by isolating all other influences.

In this research some general existing meshing guidelines are considered. The guideline for flows in the
urban environment [9] suggest a small grid in regions of high gradient and an expansion ratio below 1.3
in adjacent cells in this region, while mentioning the smaller ratio of 1.2 in [10]. [5] advises to limit
the factor between cell sizes to 2 and use quadrilaterals or hexahedra meshes as discretization errors on
the parallel sides can partially cancel each other out. For the same accuracy a finer mesh of triangles
and tetrahedra is required. To orientate mesh edges or surfaces along the streamlines can improve the
accuracy of the solution. This study focuses on quadrilateral meshes with the ratio of 1.2 between cells.
Figure 1 shows the benchmark itself and published reference coarse meshes for this simulation.

no slip I I
~20D=1.95
kg m? ;
. Re =20,p=1—,v=10.001—
no slip m3 s
(A) Benchmarktest Re=20 [1][2] (B) mesh from [2]
(C) mesh from [11] (D) mesh from [12]
” it Bl =

(E) mesh from [12] (F) mesh from [6]

Figure 1: benchmark test Re 20 different mesh approaches displayed before refinement
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3 Methodology

In order to reduce the number of cells in a mesh to a minimum while still retrieving values of high
accuracy two structured meshes are designed with Ansys ICEM and OpenFOAM blockMesh adhering to
the meshing guidelines. The geometrical constraints to obtain mainly square cells with a ratio of 1.2 are
considered as displayed in figures 2 and 3 (compare 2). The chosen number of cells around the cylinder
n. determines the number of cells within the defined inflation or offset part n, as given in equation (1).
It depends on the diameter of the cylinder d.,; and the depth of the offset xy. Due to the almost central
position of the cylinder the cells in the vertical n, and horizontal n; direction have to be equal. The
element size at the border to the offset determines the number of used elements by ensuring a smooth
transition in height and equal cell sizes.
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Figure 2: constraints for offset Figure 3: geometric constraints
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The only other freely changeable parameter is the ratio in the downstream area Rpg. The amount of
elements is derived from a chosen ratio according to equation (2) based on the formulae regarding the
element sizes from [13]. The value is a function of the largest element size within the offset area z,,, and
the distance from the cylinder to the outlet xpg.

. log(Rps) 1 @)

nD - Zno 1
log <RDstDsl>
The resulting meshes are displayed in figure 4. The influence of both parameters, namely the thickness
of the offset and the ratio of the downstream part, are varied throughout multiple simulations. For every
mesh topology or parameter variation a mesh refinement study is run in order to compare its accuracy
with the analytical values for the drag (cp = 5.57954) and lift coefficient (c;, = 0.01062) as well as the

pressure difference (A, = 0.117520) as characteristic values for the effects on the cylinder cross section.
The coefficients are determined based on equations (3) with the average inlet velocity of 0.2 m/s (Umean)

(A) Ansys ICEM (B) OpenFOAM

Figure 4: Structured meshes

as required for the benchmark test [1]. They are derived from the total drag and lift force (Fp and Fp,)
as an integral over the cylinders surface.
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In principle, structured meshes with their structured algebraic systems can be solved faster than un-
structured meshes. However, for most industrial simulations with their complex structures unstructured
meshes have to be applied [6]. In order to quantify the decrease in accuracy multiple unstructured
generated meshes are compared with the carefully derived structured meshes. Self-adaptive meshes or
generated meshes with hanging nodes have not been included in this research. A selection of the tested
meshes is displayed in figure 5. It can be seen that not all meshes appear to fulfil the criteria for high
quality meshes. In order to analyze the accuracy the parts with ratios between adjacent cells exceeding
1.2 or skewed parts are still evaluated. As for the previous meshes, the ratio between the refined areas
and the free stream is also used as a parameter for optimization.

jamanEmas=anmms:
P

(C) refinement for large gradient (D) inflation and refinement at gradient
TR L e A

(E) larger refined flow field (F) block horizontally

(G) block vertically (H) inflation and block vertically

Figure 5: Unstructured and less optimized meshes

For the grid refinement study the meshes are refined by a ratio of 1.2 of the cell length leading to

around 45% more elements with each refinement step. Even though each mesh has to be generated again
the refinement curve is more detailed than with the common technique of splitting each existing cell in
4 elements.
As the discretization schemes also have a major influence on the accuracy of the simulations the same
schemes were chosen for the simulations for comparable results. For the gradient scheme the applied least
square cell based approach ensures that no skewness error is induced for the unstructured meshes as would
be the case for the Green-Gauss cell based approach. For the pressure the second order discretization
also called central differencing method is used which ensures accurate converged results and doesn’t cause
oscillations in this case. The momentum equation is discretized with second order upwind scheme to also
ensure a linear and accurate approach between two adjacent cells. Different solvers shouldn’t influence
the results and the coupled and SIMPLE solvers are applied with double precision to minimize round-off
errors. The residuals are set to 1076 and it was tested and confirmed that smaller residuals don’t change
the results of the simulations undertaken in this study. [14]

4 Results

In order to compare the meshes with regards to their accuracy the difference between the resulting coef-
ficients and pressure differences of the various meshes and the analytical solution of the benchmark are
displayed. Due to the significant difference in value the relative and absolute accuracy are given. When
evaluating the relative accuracy, the lift coefficient with its small value is least accurate. The results of
the high drag coefficient vary most regarding the absolute accuracy.
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The results are displayed for the number of elements. As OpenFoam and Ansys Fluent have been used,
which are Finite Volume methods that calculate the variables at the cell centroids, the degree of freedom
of each simulation is linearly dependent on the number of cells. The only variables for the simulations are
the velocity components (x and y for 2D) and the pressure scalar as temperature and turbulence are not
included. Therefore, the degrees of freedom can be directly derived from the number of elements with a

factor of 3.
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Figure 6: relative and absolute accuracy of different offsets (Ansys (A), OpenFOAM (O))

Figure 6 shows the results for the structured meshes of Ansys and OpenFOAM for different off-
sets. For all values from Ansys and OpenFOAM the results of the grid refinement lie mainly along one
monotonously changing curve. At least from around 10° onwards the results appear to be mesh indepen-
dent. For the drag coefficient the accuracy of the two mesh types is very similar and independent from the
offset. For the lift coefficient the accuracy varies between +20%. There is a boundary offset where results
of the grid refinement converge towards the correct value of the lift coefficient from above instead of from
below. For small or large offsets more cells are needed for the same accuracy while an optimum of high
accuracy lies in between. This behavior can be confirmed when the walls are at a greater distance. The
offset’s influence on the mesh density downstream leads to a slightly different mesh density in the area of
the narrow turbulent wake, which could be an explanation for the different convergence. However, this
observation may still be of interest for error estimates from coarser meshes and ensures higher accuracy
with less calculating effort. For the pressure difference the Ansys ICEM mesh is slightly more accurate
and the same cell number leads to values 2.5 % closer to the exact value.

The results of the unstructured meshes are displayed in figure 7 alongside the best Ansys result (0.09
Offset) from the previous comparison as a reference. The area between the most and least accurate
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results are marked to emphasize the range. For the drag coefficient and the pressure difference the same
accuracy can be achieved with up to 10 times more cells in the low quality meshes. The lift coefficient is
significantly different. To achieve the same accuracy as before, e.g. +£5%, the unstructured meshes need
more than 100 times more elements and for the coarse meshes the results can even be off by more than
+50% .

The positive effect of the inflation layer around the cylinder wall leads to increased accuracies of around
0.2 % for the drag, around 10 % for the lift coefficient and around 1.5 % for the pressure difference. The
convergence pattern throughout the grid convergence study is reflected in the convergence of each simula-
tion. The results of the lift coefficient can oscillate until the residual target is reached while the other two
coefficients approach the exact solution from below and only vary by 1% after 20% of the simulation time.
The lift coefficient only stops changing by more than +1% when around 50 % of the iteration steps are run.
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Figure 7: relative and absolute accuracy of different mesh topologies, ratios 1: 5

Figure 8 shows the results of the different ratios that were analyzed in order to reduce the number
of cells in regions of little interest and to judge if negative effects can be observed regarding accuracy.
For the coefficients no clear monotonous pattern can be observed. It can be noted that for the coarse
meshes the high ratios seem to have a slightly reduced accuracy for the drag coefficient and a slightly
higher accuracy for the lift coefficient. For the pressure difference it can clearly be observed that the
accuracy increases with higher and decreases with lower ratios. These observations are confirmed for the

same evaluation of the structured meshes.
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Figure 8: comparison of different ratios for meshes (A) to (D)

5 QOutlook

For the flow around the wind turbine tower the Reynolds number is significantly higher and the flow is
turbulent and separates from the tower. Depending on the wind speed alternating vortex shedding and
therefore a Karmén vortex street can occur.

According to [15] the number of elements in a mesh has to be increased with an increasing Reynolds
number. The CFD simulations have to be run in transient mode as the turbulence is time dependent.
In order to correctly model the boundary layer along the cylinder the distance between cell centroid and
wall (y* value) has to be considered. Within the inflation layers around the cylinder a high mesh density
is required to correctly display the non-linear velocity profile. This leads to more cells along the diagonal
in the offset area of the structured meshes and the ratio along it can be adjusted accordingly.

In order to display the vortex street a higher mesh density can be required in the downstream area.

6 Conclusion

This research quantifies the accuracy of CFD simulations for the incompressible flow around the cylinder
benchmark at a low Reynolds number for structured and unstructured meshes. Aiming for the same
accuracy the required number of cells between all analyzed meshes varies by a factor of 10 for the drag
coefficient and pressure difference and by a factor of one hundred for the lift coefficient. Looking solely

at structured meshes, significantly less dispersion occurs.
Adjusting the ratio between cells at high and low gradients does not result in a reduction of overall

19



e We \ [PORTO 17* EAWE PhD Seminar on Wind Energy

FELJP FACULDADE DE ENGENHARIA 3-5 November 2021

pean academy of wind energy UNIVERSIDADE DO PORTO POI‘tO Portugal
i

required cells. Even though the meshes appear significantly different around the same number of ele-
ments are required for the same accuracy. Only for the pressure differences a small reduction of required
elements with a higher ratio was observed.

The offset or depth of the inflation layer around the cylinder has a high influence on the convergence
of the lift coefficient towards the analytical solution. While small offsets lead to underestimations with
coarse meshes, larger offsets overestimate and converge to the correct solution from above throughout the
refinement. With regards to error estimation this band width between two coarse solutions represents an
interesting approach, if the effect can be transferred to more complex simulations.
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Facing the growing size of wind turbines and farms as well as the advances in their control strategies,
wind condition awareness is of growing importance. In a wind park setting, the location of the wake,
which a downwind turbine is exposed to, is of high interest. It can be used for closed-loop wake-
steering control, ultimately leading to fatigue load reduction and higher power extraction, thus lower
LCOE [1].

A method for dynamic tracking of the meandering wake center is proposed in this work. The term
dynamic underlines that not only the time-averaged wake location but the meandering trajectory is
aimed for. Existing wake tracking methods are either based on LiDAR measurements or rotor loads.
The load based approaches use the rotor as a sensor, with the blades sampling through the non-
uniform inflow patterns. They either aim at qualitative impingement detection [2,3] or time-averaged
location tracking [4,5], where the meandering behaviour of the wake is not taken into account. The
LiDAR based approaches include the wake deficit shape to the estimation [1,6] and partly also account
for the dynamic meandering [6].

In this work, the measurement of the flapwise blade root bending moment and its decomposition into
non-rotating yaw and tilt moments is used. The latter are directly linked to the lateral and vertical
wake location via a parametric model, tuned with training data from aeroelastic simulations in
HAWC2 to account for the aerodynamic and structural loading of the wake-exposed turbine. At this,
the ambient wind conditions are assumed to be known (arguably estimated by a front row turbine).
The implementation of an extended Kalman filter (EKF) adds robustness to the tracking and allows to
include physical knowledge of the wake meandering to the estimation. At this, the governing
equations of the dynamic wake meandering model (DWM) are used to describe the meandering
motion as a random walk process driven by colored noise. The EKF formulation also provides the
confidence in the tracked position, which can be effectively used for impingement detection or for a
wake-steering controller to gauge whether a yaw maneuver is adequate. A test scenario at 10%
turbulence intensity and 10 ms™! ambient wind speed is shown in Figure 1.

So far, the method has been derived and tested in the consistent framework of aeroelastic simulations
and the DWM model. Hence, it still has to prove its functionality outside this framework.
Consequently, the possibility for field and wind tunnel verifications are next to be exploited. The wind
tunnel of ForWind in Oldenburg features an active grid, which allows to tailor atmospheric turbulence
[7]. Together with model turbines of suitable scaling and dimensioning, the generation of realistic test
scenarios is currently investigated. Initial ideas will be shown and fruitful discussion and feedback
within the PhD seminar is anticipated.
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Figure 1. Timeseries of true and estimated wake position, scenario is a two-turbine-constellation
of the DTU 10 MW RWT (178 m diameter) in a turbulent wind field created with the DWM model
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Abstract

Previous computational and experimental research has shown that Vertical Axis Wind Turbines (VAWTSs)
have a faster wake recovery and may therefore have a higher wind farm output per unit of land area,
as compared to Horizontal Axis Wind Turbines (HAWTSs). It was also found that VAWTSs only have
a 5% reduction in output when spaced only 4 turbine diameters apart as shown by Dabiri. [2]). In
order to utilise this benefit in a wind farm configuration wake models are needed, which require a better
understanding of the wake of a VAWT.

Therefore, in this study the turbulent and mean velocity fields of a high solidty (¢ = 0.28) scale model
VAWT will be quantified through wind tunnel tests in the S602 wind tunnel of ISAE-ENSMA by using
Particle-Image-Velocimetry (PIV). The turbine is an OWLWIND concept, consisting of two counter-
rotating 0.5 diameter turbines, as shown in figure 1. The goal is to ultimately get a better understanding
of the turbulent velocity field that drives the wake recovery of a VAWT, and compare this to HAWTs.

In addition to the turbulent velocity fields, the average fields will be measured to quantify general
wake characteristics such as wake recovery, wake resorption and self-similarity. This will be done at
different rotational speeds and different chord Reynolds numbers ranging from 2.0 - 10* < Re < 5.7 - 10*
and turbine diameter Reynolds numbers ranging from 1.0 - 10° < Re < 2.0 - 10°. Tip-speed-ratios of
2 < A < 6 will be investigated to study the effect of dynamic stall.

Preliminary experiments have been concluded with force sensors to characterise the performance of
the wind turbine in the wind tunnel, see for example figure 2. The scale model performed well over the
desired range of rotational speeds and wind speeds. Dynamic stall could be observed below tip-speed-ratio
of A = 4. The next step will be the wake measurements through PIV.
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Figure 1: OWLWIND Vertical Axis Wind Turbine Scale Model in the S602 ISAE-ENSMA Wind Tunnel.
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Figure 2: Thrust coefficient measurements of the OWLWIND VAWT.

References

[1] P. Bradshaw, D. H. Ferriss, and N. P. Atwell. “Calculation of boundary-layer development using the
turbulent energy equation”. In: Journal of Fluid Mechanics 28.3 (May 1967), pp. 593-616.

[2] J.O. Dabiri. “Potential order-of-magnitude enhancement of wind farm power density via counter-
rotating vertical-axis wind turbine arrays”. In: Journal of Renewable and Sustainable Energy 3.4
(July 2011), p. 043104.

24



—~ PORTO 17" EAWE PhD Seminar on Wind Energy
e we \ FELJP FACULDADE DE ENGENHARIA 3 — 5 November 2021

UNIVERSIDADE DO PORTO Porto, Portugal

european acaderny of wind energy

Innovative aerodynamic rotor concepts for demand-
oriented power feed in

D. Ribnitzky?, M. Kiithn

¢ Carl von Ossietzky Universitdat Oldenburg

E-mail: daniel.ribnitzky@uol.de

1 Abstract

We want to introduce an aerodynamic rotor concept for a 15 MW offshore turbine which allows an
increased power feed at low wind speeds. As a reference the [EA 15 MW offshore reference wind turbine
is used [2]. The main objective of the concept is to limit the loads (blade flapwise root bending moment
(RBM) and thrust) to the maximum value of the reference turbine, while greatly increasing the swept
rotor aera.

The outer part of the blade (e.g. outer 30% of the rotor) is designed for a higher design Tip-Speed-Ratio
(TSR) and a lower axial induction than the inner part. In light wind conditions the rotor will be operated
at the high TSR and the slender outer part contributes to the increased power capture. In stronger winds
the TSR will be reduced, the torque generation will be shifted to the inner section of the rotor and the
outer region can be greatly relieved. In this way the rotor disc gets more permeable, the lever arm of the
resulting bending force is reduced and additional peakshaving ensures the limitation of the loads.

Within an iterative design process multiple design parameters are varied, namely the design axial
induction distribution and design TSR in the inner and outer part of the rotor, the radial position of the
change in these parameters, design lift coefficient and angle of attack distribution and a twist offset
between the two blade sections. Further, the specific rating of the turbine and thus the radius is varied
as a parameter. With static BEM simulations (as described in [1]) the characteristics of such turbine
designs are investigated and an overall economic value of the turbine is calculated to consider the
decreasing market prices with increasing wind speeds, as predicted by [3]. As a possible (but not
mandatory) extension to the concept, the blade is equipped with trailing edge (TE) flaps in the tip region.
A model for the change in aerodynamic polars is derived by XFoil-Simulations.

Our results show that the economic value can be increased by 22% compared to the reference turbine
with an increase of rotor diameter by a factor of 1,277. Preliminary structural analyses showed promising
results, considering tower bottom fore-aft bending moment and tip deflections.

With the use of the TE flaps with negative deflections in the strong wind regime, the tip region can be
further relieved, less peakshaving is necessary and the power output near rated windspeed can be
increased.

In future work aeroelastic simulations will be performed to better understand the advantages and
shortcomings of the concept under realistic turbulent inflow conditions. To further limit the extreme
loads advanced control strategies will be developed.
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1 Introduction

In state-of-the-art multi-disciplinary optimization frameworks for wind turbine design, the power regu-
lation strategy is often designed using two main operational regions: at low wind speeds, the maximum
power coefficient is tracked and at high wind speeds the power production and rotational speed are
both maintained constant [1] [2] [3]. However, studies on derating have shown that different choices of
regulation strategy are possible and can be beneficial in terms of load alleviation [4] [5].

This works present a numerical method to include the power regulation strategy in aerodynamic design
of wind turbine blade with full design freedom. The objective is to show how the regulation strategy can
be used for load alleviation in the design process.

2 Methodology and Results

The design variables of the optimization problem are the chord and twist distribution (noted ), the
rotational speed for every wind speed in the operational range €2 as well as the pitch angle §. The
objective function of the optimization problem is shown in Eq. 1 and consist of two competing goals:
increasing the power capture represented by the Annual Energy Production (AEP) and reducing the
average thrust. The terms a and b are scaling factors. Constraints are enforced on the maximum power
output, the maximum tip speed and the maximum thrust.

1 b —
f(z,Q,0) = aAEP(m,Q,O) - ;T(mﬂﬂ) (1)

The aerodynamic properties of the wind turbine are calculated using the Blade Element Method
(BEM) with a Prandlt tip loss correction [6]. The axial induction factor is assumed to be a third order
polynomial function of the thrust coefficient, as described in [7]. The optimization problem is solved
using IPOPT [8] version 3.12.

The intitial design used for the optimization problem is based on the IEA 10 MW reference wind
turbine [9]. The maximum allowed power is 10MW, the maximum tip speed is 90 m/s and the maximum
thrust is 1.3 kN.

Fig. 1 reports the power regulation strategy of the optimum design. It doesn’t follow a classic two-
region strategy but instead automatically finds the best operation point to reduce the thrust and respect
the constraints. At high wind speeds, the rotational speed decreases in order to track the minimum thrust
coefficient. When the thrust constraint is active, a region of peak-shaving automatically appears: the
blade is pitched before having reached the rated power in order to reduce the thrust. Finally, the blade
is pitched at low wind speeds in order to reduce the thrust. The thrust is reduced by 9.6% in average
compared to the initial design while the AEP decreases by less than 1 %.

28



Rot. speed [rad/s]

Power [MW]

PORT‘O 17" EAWE PhD Seminar on Wind Energy

FELJP FACULDADE DE ENGENHARIA 3-5 November 2021

UNIVERSIDADE DO PORTO POrtO, Portugal
1 T 30 T .
e T T T T T T T Optimum Design
/ — — — Initial Design —
0.8} / ] — 20} ==
. 5 _
= -7
10+ -
0.6} S -
he] /
Optimum Design A 0 /
0.4 — — — Initial Design — - - —
I O/ EETTRPES Bounds
| T T ] _10 L | | |
5 10 15 20 25 5 10 15 20 25
Wind speed [m/s] Wind speed [m/s]
- - 2 - - -
10 :
’ Optimum
8t _1.5¢ 7\ — — — Initial Design |
i R Bounds
6+ = 1
g
4t Optimum =
— — _ Initial Design =05
28 S Bounds
- : : : 0L : : :
5 10 15 20 25 5 10 15 20 25
Wind speed [m/s] Wind speed [m/s]

Figure 1: Power regulation strategy of the optimum and the initial design and resulting power and thrust
curve in the operational range
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Abstract

Based on a series of two experimental campaigns testing advanced controllers on a scaled wind
turbine operating in a wind tunnel, this contribution describes the overall experimental method,
challenges faced, lessons learned, and opportunities for future work. The two campaigns, run in Fall
2018 and Fall 2019, tested unconstrained and constrained optimal blade pitch controllers, respectively,
using preview disturbance measurements of the oncoming wind. Specifically, the first study considered
an extension to the linear-quadratic regulator to include feedforward action, while the second deployed
model predictive control to incorporate actuator constraints into the optimal control problem. The
results of the campaigns have already been published in technical conference and journal papers
on control systems; however, detail on how the controllers were implemented was not included in
those works. We aim to fill that gap with this contribution, which is targeted at the wind energy
community. We describe several aspects of the experimental setup, in particular providing details of
the software and hardware used for the controller; share insight on several aspects of the procedure
that were difficult and how we overcame those challenges; and summarize the key differences between
simulation-based studies and physical testing. By doing so, we hope to share what we learned
during our experimental campaigns and provide a point of reference for others looking to carry out
experiments on scaled wind turbines operating in wind tunnel facilities.

Keywords: Scaled wind turbine model, hardware in the loop, active grid, feedforward control

1 Introduction

Over the past 20 years or so, as the deployment of wind energy across the globe has exploded [1] and
the hunt for a lower and lower cost of renewable energy continues, a large body of literature exploring
new methods for wind turbine control has developed. The majority of academic research focuses on two
main actuators for turbine control: the electrical load provided by the turbine generator (referred to as
“generator torque control”) and the pitch angle of the turbine blades (“blade pitch control”). Generally
speaking, generator torque control is used to maximize the power generated by the turbine when wind
speeds are low, while at higher wind speeds, blade pitch control is used to regulate the turbine to its
rated speed while the generator torque is fixed at its rated torque, thus producing the rated power of the
turbine [2].

A full review of the literature on wind turbine control designs is out of the scope of this paper;
we will briefly mention a few broad classes and direct the reader to Laks et al.’s survey on advanced
control [3], Scholbrock et al.’s survey on lidar-enabled control [4], and Lio et al.’s survey on model
predictive control [5] for further reading. The literature may be broadly divided into research into
advanced control algorithms that use existing sensors and actuators, including optimal multi-input multi-
output controllers, among others; development of new actuation techniques, of which individual pitch
control has received particular interest for its ability to reduce structural loads on the turbine while
maintaining a high power output [6]; and control approaches that make use of extra sensors, most
notably lidar-enabled feedforward control [7, 4], which uses measurements of the wind upstream of the
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turbine to ‘pre-actuate’ and reduce the impact of disturbances; as well as combinations of the above.
Over the years, many promising results have been reported from simulation-based studies indicating that
advanced controls can increase power production and decrease turbine structural loading.

Despite numerous studies with positive results, it appears that industry has been sluggish to adopt
new controllers. To the best of our understanding, most turbine manufacturers still implement a series
of single-input, single-output control loops to achieve the desired behavior with the blade pitch and
generator torque controllers designed largely independently; for an example of an industry-standard
controller; see Jonkman et al.’s NREL 5MW reference turbine controller, which was designed to reflect
industry practices [8, Section 7]. A likely explanation for this is the lack of physical implementations
of advanced wind turbine controllers—the vast majority of results have been reported using computer
simulations. Although several excellent high- and medium-fidelity turbine modelling packages exist for
the express purposes of simulating the nonlinear wind turbine response (FAST [9], for example), they of
course cannot capture all of the relevant physics and as such, may not be as convincing as a physical
test to turbine manufacturers. On the other hand, testing novel controllers on utility-scale turbines
can be a tall order for academics and researchers, due to the high cost and potential risk of utility-
scale experimental campaigns. Some studies have been reported both on research turbines [6, 10] and
from manufacturers [11]; however, due to the aforementioned barriers and also the time it can take to
implement advanced controls for research purposes, many of the controllers reported in simulation-based
work have yet to be tested on physical turbines.

While deployment on utility-scale wind turbines remains the gold standard for demonstrating con-
trollers, testing on scaled wind turbine models presents an opportunity to validate control algorithms on
physical turbines without the high costs and risks associated with experimenting on utility-scale turbines.
Testing controllers on scaled wind turbine models bypass many of the barriers to utility-scale testing.
The models are (relatively) low-cost (although the cost of the testing facility may be high) and present a
lower safety risk, while generally being quicker to deploy and test controllers on. Moreover, they can be
tested in controlled environments, meaning that various different control designs can be evaluated using
the same set of inflow conditions, which is generally impossible to achieve using a utility-scale turbine
operating in the atmospheric boundary layer. Scaled-model testing is not without its disadvantages: it is
not generally possible to scale down all of the relevant structural and aerodynamic properties of a utility-
scale wind turbine, meaning that the scaled model is still not a completely accurate reflection of all of
the relevant physics. Obtaining representative Reynolds numbers is particularly difficult to achieve [12].
Time-scaling also presents both challenges and opportunities: while the time speed-up means that test-
ing that would require hours on a utility-scale turbine can be completed in minutes on a scaled model,
it also means that control algorithms should ideally be sped up, which is not always possible (in our
tests [13, 14], we used a controller sample rate comparable to that of a utility-scale turbine, which made
the controller relatively slow for the scaled model). As a result, scaled-model tests cannot completely
replace utility-scale testing, but can be used as an important proving ground for physically-implemented
controllers.

Such scaled wind turbine tests have been successfully carried out at various wind tunnel facilities
around the world. Amongst others, the Delft University of Technology and the Politecnico di Milano op-
erate tunnels with experimental setups for both individual turbine control [15] and wind farm control [16];
and the University of Texas have recently commissioned a wind tunnel that can be used for scaled wind
turbine testing, among other applications. Further, recent interest in floating offshore wind turbines has
driven the development of combined wind tunnel/wave tank testbeds such as that at the University of
Maine. However, while there are a few papers that briefly describe the software used [17, 18], the litera-
ture on scaled-model testing focuses on the scientific results and does not tend to provide details on the
controller implementation process.

The experiments upon which this paper is based were carried out at ForWind — Center for Wind
Energy Research in the Institute of Physics at the University of Oldenburg in Oldenburg, Germany using
the 1.8 m rotor diameter Model Wind Turbine Oldenburg (MoWiTO). The wind tunnel and experimental
setup will be described in Section 2.3—for further details of the controller testbed, please refer to Petrovié
et al. [19]. We conducted two experimental campaigns, the first in the fall of 2018 [13] and the second
in the fall of 2019 [14]. The first considered a preview-enabled version of the linear-quadratic regulator,
and the second extended the corresponding optimal control problem to include blade pitch actuator
constraints, resulting in a linear model predictive controller. The technical details and results from these
studies can be found in our previous publications [13, 14]; the purpose of the present paper is to describe
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Simulation-based studies

Physical testing on the MoWiTO

1. Generate a simplified (often linear) math-
ematical model of the wind turbine to use
for controller design purposes using either a
physics-based derivation or numerical identifi-
cation approaches.

1. Identify a linear mathematical model of the
scaled-model wind turbine using a system iden-
tification applied to input-output data from a
higher-order FAST model of the turbine.

2. Construct a controller based on the sim-
plified mathematical model according to con-
trol system design principles (see, for example,
Franklin et al. [20] for a thorough text on the
fundamentals of control system design and Laks
et al. [3] and Pao and Johnson [2] for reviews
of advanced controllers in wind turbine appli-
cations).

2. Construct a linear quadratic regulator-type
controller (with a feedforward extension) based
on the simplified mathematical model.

3. Test the controller in closed loop using
a higher-fidelity (often nonlinear) simulation
model of the turbine as the ‘true’ system to vali-
date performance. Tune the controller based on
the simulated response and repeat the simula-
tions as needed.

3. Test the controller in a closed-loop simu-
lation using the FAST model to represent the
true behavior of the turbine. Retune the con-
troller as needed.

4. Implement the controller on the final control
software and hardware, and verify behavior of
controller implementation.

5. Test the controller in closed loop using
the higher-fidelity simulation truth model and
various randomly-generated inflow with various
random seeds to validate the controller fully.
Often, a reference controller representing indus-

5. Test the controller in closed loop with
the scaled-model turbine using various repeated
wind inflows. Test various controller configura-
tions back-to-back to ensure consistency in the
testing scenario.

try standards is also simulated as a point of
comparison.

Table 1: Summary comparison of the general approach used in simulation-based studies and the physical
testing we conducted.

the steps taken to implement the controllers on the scaled-model turbine and our takeaways from the
experiments. To that end, we describe the test setup, software development, and validation steps in
Section 2 and present our conclusions and recommendations to others planning scaled-model testing of
advanced turbine controllers in Section 3.

2 Experimental approach

As mentioned previously, the stated purpose of the experimental campaigns that we conducted was to
demonstrate the effectiveness of advanced feedforward control techniques [13, 14] and, in particular, model
predictive control [14] on a physical wind turbine in order to validate simulation-based results reported
in a large body of literature. The experimental approach that we used differs from the approach used in
many simulation-based studies; these differences are recorded in Table 1.

The approach we took for physical testing depended on the fact that we had a FAST model of the
MoWiTO available for simulation. If no higher-order truth model is available for simulation, step 3 may
need to be replaced with initial testing on the true physical system. Further, in that case, a data-driven
system identification procedure could be used to generate a mathematical model for step 1. Often,
for both simulation-based and physical studies, steps 2 and 3 may be repeated several times, with the
controller being retuned in step 2 in order to improve its performance. In some cases, step 1 might also be
repeated in the design loop if the mathematical model itself is deemed to be a source of poor performance.

We will now describe the key steps of the experimental approach used for physical testing in more
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detail. In reporting on our procedure, we hope to provide a reference to other researchers looking to
implement wind turbine controllers on scaled-model testbeds.

2.1 Software development

We used Matlab [21] for controller development. The main reason for this is that there is a FAST
interface for Simulink, making testing controllers in closed-loop simulations particularly easy using Mat-
lab/Simulink. On top of that, qpOASES [22], which we used to solve the model predictive control problem
online [14], has a convenient Matlab interface. If the controller can be represented by a relatively sim-
ple differential (or difference) equation (such as a linear state-feedback gain [13]), it may be easiest to
implement this directly in Simulink using elementary blocks. On the other hand, if the controller is
algorithmic (as is the case with model predictive control [14]), text-based code may be needed. In our
Simulink implementation, we used a Level-2 Matlab S-Function to pass the controller inputs to a class
object containing the controller code before returning the controller output (control input to the plant).
This approach has the added benefit that several controllers can be simulated with no change to the
Simulink model, simply by creating instances of different controller classes with similar method names.
The process of simulating the controller on a higher-fidelity truth model (in our case, a FAST model)
may be thought of as ‘software in the loop’ testing.

Once the controller had been designed and tuned (steps 2 and 3 of the testing procedure in Table 1), we
then translated our Matlab/Simulink code into LabVIEW [23] for real-time use on the physical MoWiTO.
We constructed our controller as a LabVIEW virtual instrument (VI) that took as inputs the feedback
and feedforward signals at time index k and produced as an output the control action at time index k.
This VI contained both the elementary control law but also a number of simple subVIs that handled
controller output (plant control input) saturation, internal state integration, and fault handling in the
case of the model predictive controller.

Relatively simple controllers [e.g. 13] can be implemented directly using LabVIEW blocks. However,
algorithmic controllers such as model predictive controllers may need to be implemented using text-based
code. To achieve this, we translated our model predictive controller code into C++; this essentially
resulted in a MoWiTO-specific C++ wrapper for qpOASES, which is also written in C++. We compiled
this code into a shared library that could be loaded and initialized prior to run-time, and interfaced with
the LabVIEW controller using the LabVIEW-provided “Call Library Function” node. We used the node
in the “Run in any thread” configuration—see Section 2.2.

2.2 Controller validation

Step 4 in Table 1 is perhaps the most important difference between simulation-based and physically
implemented controller tests. In order to avoid damage to the physical system, it is important to validate
the controller implementation. We did this in two steps: the first to validate the control software and
the second to validate the control hardware.

To ensure that our translation of the Simulink/Matlab simulation controller to the LabVIEW /C++
real-time control software was accurate, we looked at the input/output behavior of the real-time control
software in open-loop using controller input data from the Simulink model simulations. To do so, we
developed a wrapper for our controller VI that read in controller input data generated during Simulink
simulations, passed the data to the controller VI, and recorded the outputs. We could then compare
the LabVIEW-based controller outputs to the Simulink-simulated controller outputs to verify that the
controller software was behaving correctly and producing the expected input/output behavior.

The validation just mentioned looked only at the input/output behavior of the software in open loop,
and importantly, did not include any real-time control hardware. A crucial step for validation is to
check that the control software still runs as expected when implemented on the control hardware: in
our case, a National Instruments CompactRIO (cRIO, see Section 2.3). Implementing the LabVIEW
code onto the control hardware was straightforward, since both LabVIEW and the cRIO are National
Instruments products; however, compiling the C++ code for the cRIO target (which runs on a version of
Linux) was not entirely straightforward. After much trial and error, we were able to correctly compile the
code using “C & C++ Development Tools for NI Linux Real-Time 2014, Eclipse Edition”, a version of
the Eclipse integrated development environment tailored by National Instruments. We then checked the

33



FELJP FACULDADE DE ENGENHARIA 3-5 November 2021
UNIVERSIDADE DO PORTO POI‘tO, Portugal

-
e We \ [PORTO 17* EAWE PhD Seminar on Wind Energy

surcpear

implementation using a hardware-in-the-loop (HIL) test environment developed by Syed Muzaher Hussain
Shah at the University of Oldenburg. This setup allowed us to run the simulation FAST model in closed
loop with the controller on the cRIO using a specially-developed shared library to handle communications
between the FAST executable and cRIO-based controller.

Th HIL testing step proved extremely useful. We found that the solve time for qpOASES (the
optimization package used to solve our model predictive control problem) was somewhat slower on the
cRIO than it had been on a desktop computer, and we were able to adjust the prediction horizon length
accordingly to make up for this difference [14]. Moreover, we identified during HIL testing that we should
be using the “Run in any thread” (rather than the default “Run in UT thread”) configuration for the Call
Library Function node in our controller, which proved vital to achieving acceptable controller speed and
behavior.

2.3 Physical testing

The MoWiTO (the scaled-model turbine used in our experiments) is designed as an aerodynamically
scaled model of the NREL 5MW reference turbine [8] (although the blades and tower are stiffer than
they would ideally be to represent the NREL 5MW), and was put together by Frederik Berger at the
University of Oldenburg. As we mentioned in Section 1, it is not usually possible to match the Reynolds
number on a scaled wind turbine model—in the case of the MoWiTO, the blade chord Reynolds number is
approximately 100 times lower than the Reynolds numbers seen on the NREL 5MW turbine. To account
for this, the blades were redesigned to achieve a lift distribution similar to the NREL 5MW under the
lower Reynolds numbers. For full details about the MoWiTO, see Berger et al. [12].

The MoWiTO operates in the test section of a large, closed-circuit wind tunnel at the ForWind —
Center for Wind Energy Research at the University of Oldenburg [19]. The tunnel test section, opened
officially in 2017, is 3 x 3 m? in cross-section and 30 m long in the open configuration used for our
testing. The ForWind tunnel has an active grid, described by Kroger et al. [24] and based on previous
developments [25, 26], over the inlet to the test section that allows for generating complex atmospheric
conditions during testing. For example, the active grid can be used to produce gust wind conditions
(used for testing in our first experimental campaign [13]) and turbulent inflow (used during our second
campaign [14]), as well as step changes in wind speed, sheared boundary layers, and other inflows. Im-
portantly, the active grid can reproduce the same ‘random’ flows, which is easy to achieve in simulation
but impossible to achieve in the field. This allows for direct side-by-side comparisons of different con-
trollers [13, 14] in complex wind conditions. To reduce the effect of shear from the floor, the inlet to the
test section is raised 1.5 m above the ground; the MoWiTO is therefore mounted on a support structure
to raise it to the height of the main flow. See Figure 1 for a schematic and photo of the main components
of the testbed.

The real-time control for the MoWiTO was handled by a National Instruments CompactRIO-9066
(cRIO) running the LabVIEW controller (see Section 2.1). This ¢RIO has a 667 MHz dual-core CPU and
runs the National Instruments Linux Real-time operating system. Our controller VI was embedded in a
larger, high-level operating code developed at the University of Oldenburg, which, among other things,
handles the start-up and shut-down procedures for the MoWiTO; data logging; and controller selection.
This piece of code is extremely useful for rapidly testing different control laws on the MoWiTO essentially
by simply replacing the controller VI within the higher-level operating VI.

During testing, the cRIO was placed on the support table behind the MoWiTO (white box in Figure 1),
with electrical cabling run from the turbine nacelle to the cRIO via the interior of the tower. To test
feedforward control approaches, we used a hot-wire measurement of the wind speed upstream of the
turbine. The analogue hot-wire signal was amplified and transmitted to the cRIO via coaxial cable. The
hot-wire anemometer needed to be calibrated at the beginning of each session and recalibrated periodically
during longer testing sessions to ensure consistency in the measurements. Finally, the communications
between the real-time cRIO and monitoring desktop in the control room were managed via ethernet.

We ran tests with a variety of both deterministic and turbulent wind sequences. For shorter sequences
(gusts and short turbulent inflows), the inflow was repeated ten times for each controller. A timing signal
was used to ensure that the turbine signals were correctly aligned between the controllers during data
post-processing. For more details about the inflows used in our testing, see Sinner et al. [14]; for details
about how the active grid is used to generate inflows, please refer to Kroger et al. [24] and Knebel et
al. [26].
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Figure 1: Left: Schematic of the MoWiTO wind turbine in the wind tunnel testbed. The gray arrow
represents the wind flowing out of the inlet nozzle, through the active grid and across the MoWiTO. The
white box on the support table represents the controller hardware that the controller was run on. Right:
Labelled photograph of the experimental setup.

3 Conclusions and takeaways

Having documented our experimental approach, we will close by providing a handful of recommendations
regarding different aspects of the approach. Some may seem obvious; others perhaps less so.

Control model accuracy. Determining how many of degrees of freedom to use in the mathematical
model, and how carefully one needs to describe the modes included, is one of the major challenges
faced by a control engineer and yet does not receive much attention in the literature. A higher order,
more accurately identified model may lead to slight improvements in performance over a lower order,
roughly identified model; however, one of the main benefits of feedback control is its robustness to plant
uncertainty. Moreover, a simpler model is easier to work with and understand, and any improvement in
performance from a more complex model may be negated due to a lack of understanding of the model
behavior.

When testing advanced controllers on a physical testbed, we propose that the mathematical model be
kept as simple as possible, at least initially. For our tests [13, 14], we modeled only the rotational mode
of the turbine. This allowed us to 1) identify the model parameters very easily, 2) formulate the optimal
control problem in a straightforward way, and 3) avoid the use of a state estimator. On the downside,
we did notice that in some cases the main tower fore-aft mode was excited during testing, and for future
work, a tower model could be worth including in the formulation.

We should also mention that ideally, software in the loop simulations and controller verification would
take place with a plant model of higher fidelity than the mathematical control model. For our testing,
we used a FAST model, which contains a nonlinear aeroelastic blade model on top of the main turbine
rotational components.

Controller simplicity. Similarly, we suggest using a simple controller formulation. This is not to say
that a simple control architecture should be used—the purpose of the testing we carried out is, after
all, to test advanced controllers—but that choices should be made in the design of the chosen advanced
controller that are easy to follow and understand and are reproducible. As with model selection, more
complex tunings and choices may well lead to slight performance improvements; however the purpose of
our testing, and we believe most of academic scaled-model testing, is to demonstrate that the controller
works in a physical setting, rather than to maximize absolute performance.

Ideally, the complexity of the controller could be increased gradually. Our experiments took place
over the course of two experimental campaigns, with the first investigating unconstrained linear-quadratic
control [13] and the second investigating constrained linear-quadratic control [14]. Although this change
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meant that the controller implementation for the second experiments were considerably more complex
than the first, mathematically the control problems were very similar; this meant that we could focus
on the changes during the second experiment, rather than developing a model predictive controller from
scratch. Even within the model predictive control framework, one could consider adding in constraints one
at a time, perhaps beginning with simpler box input constraints and moving to affine input constraints
and state constraints. We did not take that approach, but in hindsight, that may have helped us to
understand where the main challenges lay in terms of computational speed.

Controller implementation. In this testing, we used a high-level language (Matlab/Simulink) for
controller design and initial simulation testing before translating the design into a real-time code (Lab-
VIEW/C++). While one could design the controllers directly in the real-time language, we find that
the higher-level languages allow for quicker reworking of the code and therefore a quicker turnaround in
design iterations. The downside to this is the extra step required to translate the code into the real-time
language and then verify its behavior.

However the controller is implemented, we would like to underscore the value in hardware in the
loop testing once the controller has been compiled on the real-time hardware. Having a suitable software
testbed for HIL testing requires some effort; we were fortunate to have had the testbed set up beforehand,
meaning that for us, HIL testing was very straightforward. If there are a series of physical tests planned,
the upfront effort of developing a HIL testbed will likely be worthwhile.

Preparing early. As cliché as it is to say, being prepared early is perhaps the most important aspect of
a test campaign. Often the window when the physical testbed is available is short, and it can be critical
to keep that time open for addressing unforeseen issues in testing.

During our second campaign, the C+4 code compilation for the real-time cRIO target was more
complicated, and took considerably longer, than we had anticipated. For someone else, that step might
have been straightforward, but more likely than not there will be challenges with the software that
are best to overcome before the testing window opens. Once the testing window had begun, we had
mechanical problems that needed to be addressed before the turbine was operational and responding
correctly, limiting the amount of the testing window available for data collection. We were able to get
everything done, but it would have been better if all of the software had been finalized and compiled
before the testing window started, rather than having to work on both the software and hardware during
that window. In the worst case, the testing simply finishes early!

Testing on scaled-model turbine testbeds is an important step in the process between theoretical control
law design and industry acceptance, and we expect wind tunnel testing of turbine and farm controllers
to continue to hold an important place in the literature. We hope that this documentation of our testing
procedures and insights provides a useful reference for others that want to test controllers in physical,
scaled-model testbeds, and we encourage readers to reach out to us with any questions that you have
regarding our approach. We would be happy to provide further details where possible.
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1 Introduction

Wind power is often generated by wind turbines collected in a cluster as a wind farm. Turbines positioned
downstream are subjected to the wakes of the upstream turbines reducing power capture. Recently
dynamic (individual) pitching control schemes such as the Pulse [1] and Helix [2] have shown great
potential in negating the adverse effects of the wake on downstream turbines. The optimal pitching
frequency and overall shape of the signal for wake-mixing purposes is still undetermined. It is expected
that the location of the downstream turbine will play a significant role in the type and frequency of the
pitching. The optimization of these inputs is a difficult problem due to the complexity and computational
cost of unsteady aerodynamic models. Therefore, we propose to derive and use a linearized free wake
vortex model for optimization purposes.

2 Free Wake Vortex Model

For the purpose of this research, the wind turbine rotor is modeled as a thin 2D actuator disk. The thrust
loading is assumed to act normal to the rotor plane and is distributed uniformly over the disk. This load
distribution implies a vortex shedding at the locations where the pressure gradient is non-zero, i.e. only
at the edges of the disk, see figure 1. A simple relation can be derived that relates the rotor loading to
the shed vorticity. In a free wake vortex method, the vortices travel downstream under the influence of
the free stream velocity and the induced velocity of all shed vortices in the field. The updated position
for each of vortex element is defined by equation 1: The updated position for each of the particles can
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Figure 1: Schematic overview of the free vortex wake mode.

be calculated by solving equation 1:

|:$n+1:| _ |:£Un -+ (U(xj,yj,Fj) -+ VOO)At (1)
Yn+1 Yn + V(l'j, Yj» Pj)At ’
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with At the time step and where U(z;,y;,T';) and V(z;,y;,T;) are induced velocities modeled by the
Biot-Savart law [3]:

n—1 n—1
Ti(y; —vi “Tilg Ii(x; i
Ulws 93 Ls) = Z j2(7rz7“ ) ) <1 e ) Vi) = Z JZ(WZT’ ) 2 (1 e > - @
J#i " J#i v

Here n is the number of shed vortices, ¢ the current vortex point and ¢ the core radius introduced to
avoid numerical instabilities when r; ; << 1.

3 Linearization and Outlook

The update equation (1) can be cast into a state space equation with a nonlinear term:

X(k+1) = AX(k) + f(X(k)) + Xo(k), (3)
where the state vector is given byX = [21 ... 2, w1 ... yn 1 ... I‘n}T, f(X(k)) is the non-
linear velocity function and X, represents the location and strength of the new shed vortices at time
step k. This vector Xy can be considered as a linear input matrix (‘B matrix’) to the system. Matrix
A can be seen as an update matrix that propagates the coordinates as well as the vortex strength, I';,
downstream. Through the choice of these states the velocity function f(X(k)) is non-linear in all the
states of the state space system. This fact can be exploited for the purpose of finding a linear model.
Take for example the update step from x; to x3, with u; the local induced velocity, it is given by

n—1

Ii(y; — “Tig
T3 =71 + u At + Voo At = 21 + ZM (l—e )At—i—VooAt. (4)
o) 271'(7’17]')

Around the linearization point the induced velocity can be approximated by a Taylor series as

n—1
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()
By doing the same Taylor approximation for each induced velocity the full linearized model is then of
the form OF (X (h)
X(k+1)= <A+ DX (k) >X(k)+Xo(k). (6)
This model will be used within the adjoint optimization method [4] for optimizing the wake-mixing input.
With the adjoint method an optimal control input for a generally non-linear system can be found based
on its adjoint system dynamics. The first step of the optimization is to gain future state information
given a certain control input. Once the state information is available the system adjoint equations are
solved. To find a solution to these equations a linearized model as in (6) is required. Based on this
information a gradient based optimization is formulated that minimizes the cost function as a function
of control input. A technique like this opens up the possibility to explore different turbine control inputs
for the goal of wake mixing.
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1 Abstract

Wind farm control to improve power production has been long aimed for by various methods. The
first attempts date back to 1988 [1]. Many different approaches have been taken, which can mainly
be divided into the categories of wake-steering and wake-mixing. However, static approaches could not
show consistent increases and the increase proved to be highly dependent on the simulation method
[2]. However, the examination of dynamic approaches has begun recently [3]. One promising approach
utilizing individual pitch control is the helix approach [4]. By exerting a rotating moment onto the wake,
this approach increases the wake mixing and leads to higher inflow velocities at downstream turbines.
The approach showed increased total power production by 7.5 % in high fidelity simulations of a wind
farm consisting of 2 turbines. A naive extension to a 3 turbine wind farm was done in [5]. It corroborated
the results from the first study for the first two turbines, however, the effect could not be repeated
after the second turbine. This phenomenon will be examined in this study. The work will include a
thorough theoretical analysis of the Helix approach as well as an examination of multiple LBM-LES
simulations to find a viable extension of the approach to larger wind farms. The theoretical analysis
reveals, that there exists a phase shift between the helices caused by the individual turbines. It is shown,
that this phase shift reduces the total force exerted onto the wake. By cancelling this phase shift, the
force on the wake is maximized. Simulations are conducted to validate the assumptions made in the
theoretical analysis. Simulations with single turbines show that there exists an area with an almost
constant transport velocity of the helix, which is one of the major assumptions of the theoretical analysis.
After this helix transport velocity has been determined, simulations with multiple turbines are conducted,
with and without cancelling the phase shift. The results of the multi-turbine cases show that cancelling
the phase shift leads to yet another increase in power production. These results points towards a successful
extension of the helix approach to a full wind farm and justifying the theoretical analysis.
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Figure 1: Helix transport velocity compared to mean helix transport velocity.
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Figure 2: Comparison of instantaneous field of streamwise velocity of turbine controlled with Greedy
Control (upper row) and Helix approach (lower row) at 9m/s.
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Extended abstract

An efficient strategy for maximizing the power production of a power plant is to control in a coordinated
way only turbines that are aerodynamically coupled through wake effects[1]. The implementation of such
control strategy thus requires, in first place, the knowledge of which clusters of turbines are coupled
through wake interaction. However, these clusters vary as the wind changes direction. In order to apply
any wake control optimization strategy in practical applications, it is then fundamental to track in real
time turbine clusters with an algorithm able to promptly identify changes in wind direction and to discern
when the application of coordinated control strategy would produce an actual power production gain. In
a previous study[2], we identified turbine clusters with a method based on the correlation of the power
production signal among all the turbines in the wind farm. When the method does not find any cluster
in the farm, it means that the wake interaction is weak and that a coordinated optimization (yaw in this
case) is not effective. While in the previous study we considered 4 different but constant wind directions,
in this work we reproduce a realistic condition where the wind direction varies in time over a span of 60°
(see black line of Fig.1b). In order to reproduce this scenario and simulate the necessary SCADA data,
the flow field in a 4x4 array of turbines is simulated with Large Eddy Simulations. The layout of the wind
farm is reported in Fig.1a. The average wind speed at the hub height is 0.8U,4tq. Turbulence obtained
from a precursor simulation is superimposed to the mean flow so that the average turbulence intensity
at the hub height is of 11%. Turbine rotors are reproduced with rotating actuator disk while the nacelles
and towers are reproduced with immersed boundary technique. In order to identify the turbine clusters
in real-time, we apply the same method described in the previous paper but with power correlation based
on running average over time. An important factor to be considered when dealing with time varying
wind direction is that an actual power gain from wake control strategy is obtained only when the wind
direction remains consistent over a prolonged amount of time. A change in the wind conditions over a
turbine or of a control set point affects the downstream turbines after a time delay which corresponds
to the time the wake need to reach the downstream turbines. For large wind farms this can be of the
order of several minutes. As an example, the blue line of Fig.1b shows the wind direction measured by
the turbine T01, representative of the upstream turbines, while the red line reports the wind direction
measured by the turbine T16, that is the most downstream turbine. The wind direction signals measured
at the two turbines location present rapid fluctuations that are due to the turbulence and, for the case of
T16, to the wake interaction as well. From the comparison between the blue and red lines we can observe
a time delay of about 10 minutes from the time at which the wind direction changes at TO1 to the time
at which it changes at T16. During these transients the wind direction is not uniform across the wind
farm and the imposition of yaw misalignment for wake steering control purposes may actually result in
power losses.
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Figure 1: a) Layout of the wind farm and turbine wakes for 30° wind direction. b) Time variation of
the wind direction: the black line corresponds to space-averaged wind direction at the inlet, the blue line
corresponds to the wind direction measured at TO1l and the red line corresponds to the wind direction
measured at T16.

We address this issue by performing a parametric study of the length of the sliding time-window
over which the power production correlation has to be computed at each time step in order to identify
clusters of turbines coupled by the wake interaction. In particular sliding windows of 10, 20, 30 and 40
minutes of power production data are considered for the computation of the correlation coefficients and
the identification of the turbine clusters. Results shows that 30 minutes is the best performing time frame
over which the power correlation should be computed. With a too small time window, wakes cannot fully
propagate across the wind farm. On the contrary, a too large amount of time does not allow a prompt
identification of the clusters after the wind direction changes. Indeed, using a longer time interval of data
implies that the transition of the wind direction affects the correlation of the power production over a
longer period of time. Thus, clusters are identified with a larger time delay. When, for example, a sliding
window of 40 minutes is used, the clusters are identified after about the same time (40 minutes) since
the wind direction starts changing at the most upstream end of the wind farm. Using 30 minutes of data
reduces this time delay in the cluster identification without reducing the accuracy. If the length of the
sliding window is further decreased, the accuracy of the identification deteriorates until the limit case of
10 minutes time-window when no clusters are identified.

This study aims to test the turbine cluster identification method described in [2] under more challeng-
ing conditions and to develop the best practice guidelines for the applications of the proposed method to
real operative wind farms.
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1 Introduction

Dynamic wind farm modeling tools have been the topic of a growing topic of interest in recent
years. In particular, promising results have been investigated in the field of wind farm control,
including wake steering [1], static induction control [2] and dynamic induction control [3]. Using
these methods, power output in a wind farm can be increased by several percent as shown in
various simulations, wind tunnel experiments and field tests [4]. Despite the promising results,
there are very few studies which identify the dynamic loading experienced by the turbines when
such control strategies are implemented. Past studies suggest that yaw steering can lead to
varying fatigue loading in both the upstream [5] and downstream turbines [6].

Aeroelastic wind farm simulation platforms, such as FAST.Farm [7], can provide valuable in-
formation on the dynamic response of a wind farm. In this study, we introduce a new aeroelastic
wind farm tool, HAWC2Farm. HAWC2Farm models each turbine using the aeroelastic code,
HAWC?2 [8, 9], while also dynamically modelling the wind field and wakes using the Mann tur-
bulence model [10] and the dynamic wake meandering model [11] respectively (Fig. 1). Hence, we
couple a mid-fidelity multi-body finite element solver and flow solver, providing a computationally
efficient flow control oriented platform. We present a numerically verification of HAWC2Farm

with wake steering and fatigue load analysis in a large wind farm using large eddy simulations
(LES).

2 Conclusions

We present a numerical verification of a new dynamic aeroelastic wind farm simulation tool,
HAWC2Farm. The verification compares HAWC2Farm to LES simulations, and includes wake
steering and a fatigue load analysis. The presented study builds a foundation for future research
using the numerical tool.
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Figure 1: Overhead snapshot of HAWC2Farm simulations of the Lillgrund wind farm (wind
direction: 198°.)
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1 Background

Common practice in industry relies on the so-called greedy control at turbine level whose main
objective is to maximize the individual performance of each turbine within a wind farm. This approach
does not account for wake interactions among neighbouring turbines and with atmospheric boundary
layer flows, resulting in a non-optimal plant performance [1]. Moreover, high wind energy penetration
is leading to stricter grid codes that demand greater participation of wind farms in the provision of
ancillary services. Cooperative wind farm control aims to cope with these issues by adopting suitable
control strategies (e.g. power derating, wake steering) at farm level for alleviating wake-induced
power losses and mechanical loads, while also improving grid integration [2]. Successful practical
implementation goes through further investigation of the potential benefits and drawbacks of the
adopted control strategies. Main challenges arise from the inherent complexity in predicting wakes
accurately and fast enough to support model-based control optimisation, as well as the lack of
validation of the control concepts.

2 PhD Project Description

The aim of this project is the development and validation of improved engineering wake models to
support wind farm control applications. Wind tunnel experiments under tailored and repeatable
turbulent inflow conditions are the chosen methodology to investigate and compare the potential
benefits of two different induction control strategies: i) static pitch-based control, ii) dynamic
collective sinusoidal-pitch control, both in terms of power maximisation and loads mitigation.
Additionally, the employed strategies will be used to evaluate the capabilities for supporting short-
term power boost. Although research in the field has focused primarily on wake steering control,
recent studies suggest that strategies based on power derating remain promising. For instance, [3, 4]
report positive power gains of about 1% for static-induction controllers tested in commercial wind
farms. [5,6] find even higher gains ranging between 2-3% by applying periodic dynamic induction
strategies in high-fidelity simulations and wind tunnel experiments.

The project will be carried out in three complementary stages: 1.) control-oriented model
development, 2.) model-based controller design, 3.) evaluation and validation. For the first stage, the
aim is to investigate the wake characteristics and generate data for calibrating and improving existing
control-oriented wake models. The corresponding wind tunnel campaigns will be divided in two
different phases, one for each controller strategy using: 1.1.) different derating levels and 1.2.)
different imposed pitch sinusoids. For each case, the experiments will be conducted with up to three
aligned model turbines spaced at five rotor diameters (5D) downstream. The model wind turbine
Oldenburg (MoWiTO 0.6) with 0.58 m diameter, controllable collective pitch and generator torque
will be used in all the experiments [7], see Figure la. It is of particular interest to study different
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scenarios with different turbulence intensities, shear levels and wind gusts, which can be generated
using an in-house state-of-the-art active grid, see figure 1b. A WindScanner or an array of hot-wires
will be used to obtain cross-sectional measurements of the wake at different downstream positions,
while obtaining simultaneous measurements of thrust and power of each turbine. The collected data
will be subsequently used to calibrate and compare existing control-oriented wake models. This will
aid the selection of the model with better performance for controller synthesis. At a second stage, an
open-loop model-based controller will be designed for each control objective. After the controller
design, a first run of experiments will take place in the wind tunnel to evaluate the performance of the
control algorithms. Thereafter, the controllers will be adjusted to better match the experimental data.
Afterwards, some new experiments will be conducted to re-evaluate the performance of the tuned
control schemes. At a final stage, an extensive validation for each controller will take place with the
goal of evaluating the adaptability to different disturbances when deviating from the calibration setup,
such as turbine repositioning, wind gusts, shutdown of certain turbines, etc.

Figure 1. (a) MoWiTO 0.6; (b) Active-grid [8]

3  Results

Initial results from the first wind tunnel campaign will be presented during the PhD seminar. This will
mainly consist of preliminary analysis to determine the optimal static pitch-based derating setpoints
and optimal dynamic collective-sinusoidal pitch signal. As baseline case, the model turbines will be
greedily operated at their individual optimal settings. Next, the first turbine will be derated by
gradually increasing the pitch angle until reaching a desired power-reduction level. Thereafter, the first
turbine will be actuated using sinusoidally varying pitch signals, with different amplitudes and
excitation frequencies. In both cases, we want to find under which conditions the wind farm power is
increased, decreased or stays the same as the baseline case. Similarly, we aim to determine what is the
impact in loads due to the implemented strategies. The next step will be the measurement of wake
profiles for the determined optimal control cases and comparison against engineering wake models.
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Abstract

This paper will describe a Log-of-power Proportional-Integral Extremum Seeking Control (LP-
PIESC) algorithm for maximizing the power capture of a wind turbine operating in below-rated
wind conditions. The conventional Extremum Seeking Control (ESC) algorithm suffers from slow
and inconsistent convergence behaviour under changing wind speeds. One possible solution to this
problem is to replace the feedback of the power signal with its logarithm. This results in an algorithm
that is robust to variations in wind conditions. Also, recent studies have shown that replacing the
conventional ESC with one of its variants; i.e., proportional plus integral ESC (PIESC) could result
in faster convergence to the optimal conditions. In the current paper, a PIESC algorithm is used to
maximize the log-of-power signal in below rated wind speeds. OpenFAST simulation results show
the efficacy of the proposed algorithm to find the control settings that maximize power in real time.

Keywords: Wind turbine power maximization, Proportional-Integral Extremum Seeking Control
(PIESC), Log-of-Power (LP) feedback.

1 Introduction

The operation of a wind turbine controller in below-rated conditions involves actively controlling the
angular rotor speed to maximize the power extracted from the wind. The rotor power in below-rated
wind speeds is proportional to the power available in the wind and the parameter of proportionality is
the the power coefficient (C},). In variable-speed variable-pitch turbines, the power coefficient (C,) is a
unimodal function of the tip-speed ratio (A) and the blade-pitch angle (5)[1], which implies there are
optimal tip-speed ratio and blade-pitch angle for achieving the optimal C}, and hence maximum output
power. Manufacturer’s specified optimal parameters can differ from the actual optimal tip-speed ratios
and blade-pitch angles due to degradation of rotor components and site-specific complex aerodynamic
effects.

Extremum Seeking Control (ESC) has emerged as an effective real-time optimization strategy to
maximize power capture in region-2 despite lack of knowledge of optimal turbine parameters. Creaby et
al. [2] studied ESC based region-2 control with power feedback for tuning the torque gain (i.e., a rotor
speed control parameter), blade-pitch angle and yaw angle. Field test results of ESC region-2 controllers
on the NREL CART3 turbine were presented by Xiao et al. in [3]. In spite of the demonstrated success
of ESC studies, a drawback of these strategies is the inconsistent convergence behavior to the optimal
control parameters under changes in wind speed within region-2. Rotea [4] analyzed the root cause
of inconsistent convergence; he proposed a “log-power feedback strategy” for ESC-based wind turbine
control. The improved and consistent convergence of the log-power ESC was demonstrated in [4] with
a simple reduced order model. Later, Ciri et al. [5] demonstrated, through high-accuracy large eddy
simulations, that the log-power feedback ESC calibrated at a given wind speed exhibits consistent and
robust performance across all wind speeds within region-2 under realistic turbulent wind conditions.

The ESC is a gradient-based steepest ascent search algorithm to find (local) optima in real time.
Guay et al. [6] has recently proposed an ESC algorithm that estimates the gradient using a variant
of the recursive least-squares algorithm for parameter estimation. The technique in [6] introduces a
proportional-integral approach to improve the transient performance of the extremum-seeking controller.
The algorithm in [6] shall be referred to as PIESC.
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This current paper contains results from [7], which introduced the log-of-power PIESC (LP-PIESC)
scheme for region-2 power maximization and compared its performance with a conventional ESC algo-
rithm also using a log-power performance index. The algorithms adjust the torque gain parameter k; in
the “classical 7, = kgwg” control law for region-2 power maximization, where 7, is the reference generator
torque and w, a filtered version of the measured generator speed. The simulation results in this paper
demonstrate that the combination of the log-of-power transformation with the PIESC scheme yields a
robust and fast algorithm for optimal tuning of the torque gain with less invasive dither signal than

currently possible with the conventional log-of-power ESC (LP-ESC).

2 Background

2.1 Log-Power Maximization using Gradient-Based Algorithms

ESC and PIESC are gradient-based algorithms that tune parameters to maximize a system’s perfor-
mance index in real time. These algorithms operate without the need of a detailed physical models.
The gradient of the performance index with respect to the parameters is estimated by perturbing the
tunable parameters with a zero-mean periodic dither signal. The gradient estimate can be extracted by
demodulating it from a measurement of the perturbed performance index (ESC) or by using variants of
recursive least squares (PIESC) [6]. Then, the values of the tunable parameters are updated according
to the estimated gradient. Starting from a sub-optimal guess of the parameter values, the optimum is
reached asymptotically.

An ESC-based analysis was done in [4] for below-rated wind turbine control which justifies the advan-
tages of using logarithm power (LP) feedback over power feedback under varying wind conditions. The
power contained in incoming wind of velocity V' is given by

1
Pying = insz?’ (1)

where, p is air density in kg/m?, R is rotor radius in m, and V is the incoming wind speed perpendicular
to the rotor plane in m/s. The rotor power produced can then be given by

P = Pwindcp(u) (2)

where, C), denotes the power coefficient of wind turbine, and u is a manipulated input such as the
generator torque (or equivalently torque gain), blade pitch angle or yaw measurement. With the rotor
power used as the performance index for ESC, its gradient with respect to v is

OP . 9C,(u)
87’&_ wind ou (3)

which depends on the wind speed. For a gradient search algorithm like ESC, a wind speed dependent
gradient yields a wind speed dependent convergence rate. This explains why the appropriate gain has to
be tuned under different wind speeds. In contrast, if the logarithmic power is used as the performance
index, i.e. J = In P, the gradient becomes

aJ 0 1 0C,(u)

5 = 9 In (PyinaCp(u)) = Cp(u) Ou W

which is independent of the wind speed. Therefore, the ESC process thus designed will be less affected
by wind speed fluctuation and, in theory, it maximizes the power coefficient C), directly.

Note from (1) and (3) that the convergence properties of gradient-based algorithms using a direct
power measurement is a strong function of V3. Thus, without re-tuning, such algorithms will exhibit
slow convergence at low wind speeds and may become unstable at high wind speeds [4, 5]. On the other
hand, if a gradient-based algorithm is used to maximize the log-power performance index, then it follows
from (4) that convergence and stability are independent of the wind speed V. This results in an easier
to tune optimization algorithm with consistent performance across all wind speeds in region-2. This idea
from [4] is patent pending [8]. The consistency and robustness of ESC with the log-power performance
index is demonstrated in [5] using detailed large eddy simulations.
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2.2 LP-ESC and LP-PIESC

In this paper we use conventional extremum seeking control (ESC) in continuous time with logarithm of
the rotor power as the performance index to be maximized following the design methodology in [3]. We
shall refer to this algorithm as the LP-ESC. A typical LP-ESC is shown in Figure 1,

da(t) = sin (wt + &) d, (£) = asin wi

u

Fipte) Je—— o) |~—y—1 Funl®) j—— 0 fe—— Ful

Figure 1: LP-ESC: Conventional ESC with log power feedback

where Fy,(s) and F,y(s) are unity-gain linear time-invariant (LTI) approximation of the input and
output dynamics, respectively, and f(u) represents a static map of the performance index (rotor power).
Periodic dither signal d;(t) = asin(wt) and demodulation signal da(t) = sin(wt + ) are applied to
estimate the gradient 0f/0u, where a is the dither amplitude, w is the dither frequency and 6 is the
phase compensation. The high-pass filter Fip(s) is applied to the logarithm of the performance index
In(y) to eliminate the steady-state term of the objective function. Multiplication by ds(t), a low-pass
filter Fp(s) to extract the gradient information, followed by an integrator with gain k& complete the ESC
loop.

The main goal of the present paper is to compare the LP-ESC with the so-called proportional plus
integral extremum seeking control, developed by Guay et al. [6], applied to the log-power performance
index. We shall refer to this gradient-based algorithm as the LP-PIESC. The PI-ESC holds the promise
of faster convergence than the conventional ESC due to two main modifications: the use of a recursive
least squares like method to estimate the gradient and the addition of a proportional term to accelerate
convergence to the optimum. In the proposed proportional integral extremum seeking control, the gradi-
ent estimation is done using parameter estimation instead of conventional dither-demodulation technique.
The development of the PI-ESC is based on a time-varying estimate of the gradient of the cost and a PI
control law to drive the system to its optimal operating point.

The proportional-integral extremum seeking controller proposed in [6] is given by (5) and can be
represented as in Figure 2:

u = —kpby + 0+ di(t)
{: _ 14 ()
u = 7;01

where, k, is the proportional gain, 77 is the time constant and 6, is proportional to the gradient

af Jou.

dy () = asin wt

b

o
gEes

i |T| i
L]

Figure 2: PI controller used for PI-ESC

The parameter to be estimated as presented in [6] is 6 = [0y, 61]7, where the superscript 7' denotes
transpose. In our application, # is a real-valued vector of dimension two. Only the scalar component
0, contains the gradient information we need. The parameter 6y is a bias component needed for the
parameter estimation to work properly. The parameter estimation update law is given by

6 = Proj(x~"(c(e — ) — 06),0) 6)

where, Proj(-) is a Lipschitz projection operator designed to ensure that the estimates are bounded within
the constraint set and guarantee stability. This projection algorithm was implemented as discussed in
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Appendix E of [9] and the constraint set adaptation was adopted as per Adetola et al. [10]. The forcing
term in the differential equation (6) is the prediction error e given by

e=y—7j (7)

where y is the logarithm of the performance index to be optimized and ¢ represents its prediction. The
equation for the predicted output g is given by the following dynamics

j=¢T0+ Ke+cTo (8)

where ¢ = [1, (u — @)]7 and K is a positive constant to be assigned.
The time varying parameter ¢ in (8) is the solution of the differential equation

=K' 4 o7 (9)
An auxiliary variable 7 is introduced and its filtered estimate with dynamics is given by
n=-Kn (10)
Y is introduced to be the solution of the matrix differential equation
Y =ccl —kr¥X 4ol (11)

with X(0) = af and a > 0,0 > 0,kr > 0 i.e., they are positive constants. The inverse of ¥ is given by
the solution of the matrix differential equation

Sl —n el kR —on 2 (12)

with ¥71(0) = é] . The estimation algorithm propagates X!, which is used in the parameter dynamics
(6). Simulation results showed a robust and fast converging extremum seeking control.

3 Implementation of LP-ESC and LP-PIESC for Torque Con-
trol in Region-2

The LP-ESC and the LP-PIESC algorithms for region-2 wind turbine control are designed and simulated
with the NREL 5MW turbine model in OpenFAST. The main parameters of the turbine model are listed
in Table 1.

Table 1: Main parameters of NREL 5MW turbine

Description Value

Rating S5MW

Rotor radius (R) 63 m

Gear Ratio (V) 97

Cut-in, Rated, Cut-out wind speed 3 m/s, 11.4 m/s, 25 m/s
Cut-in, Rated rotor speed 6.9 rpm, 12.1 rpm
Rotor Inertia (I,) 35444067 kg-m?

The generator torque (7g) is generally used as the control variable to maximize power in region-2 and
is computed as a tabulated function of the filtered generator speed in NREL’s baseline control strategy.
The main control law to maximize power below-rated wind speeds is given by

Tg = kgw?; (13)

where, wy denotes the generator speed and kg is the generator torque gain which is used as the control
parameter for the extremum seeking algorithms. The theoretical optimal value of k; is obtained from [1]

1 pAR?’ Op,max
2 N3 X3

opt

(14)

kopt =
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where A is the cross-sectional area swept by the rotor and p is the air density given by 1.22 kg/m3. For
this turbine, the theoretical optimal tip-speed ratio is Aopt = 7.55 and the corresponding maximum power
coefficient is Cp max = 0.48 [11]. Then, the optimal generator torque gain takes the value kopy = 2.34
Nm/(rad/s)?.

The non-dimensional normalized torque gain introduced in [4] is used here as the control parameter
u. The optimal value of normalized torque gain is

ko
Uopt = Ipt x N3~ 0.061 (15)
A high-level block diagram of the region-2 torque gain LP-ESC/LP-PIESC implementation is depicted
in Figure 3. Input to the LP-ESC/LP-PIESC is the logarithm of the rotor power P normalized with
respect to the rated power P, =5 MW. A rate limit of 15 kNm/s is applied on the torque reference as
per the definition of 5-MW turbine to avoid sudden change in the torque command [11].

Moving Average |
Filter

P u k T wind | P
1 T e a .
5. _>——>leg () » LP-ESC/ LP-PIESC X X |ﬁ Yr:rblnle
r - ode
|~ T T 2 Rate Limitar
L wy

Figure 3: LP-ESC/LP-PIESC implementation.

4 LP-ESC/LP-PIESC Parameter Design

LP-ESC parameters are designed following the guidelines in [12]. The dither frequency is selected within
the bandwidth of the plant dynamics. The rotor inertia and actuator dynamics yield the input dynamics,
output dynamics is due to sensor dynamics and/or signal conditioning. To simplify the algorithm design,
input and output dynamics are combined at the plant input and estimated using open-loop step test
responses under constant wind input. The response of the rotor speed under staircase step changes in
torque-gain indicates a first-order dynamics, as shown in Figure 4. The estimated time constant from the
torque-gain to the rotor speed ranges from 7 to 8 secs. The largest time constant was adopted for ESC
design, i.e., 8 sec. The corresponding bandwidth of the combined input-output dynamic for the torque-
gain ESC is 0.125 rad/s. Since, dither frequency should be selected within the estimated bandwidth, it
was selected as 0.02 rad/sec. The Bode plots for the estimated plant dynamic and the filters in ESC
design are shown in Figure 5. The low-pass Fyp and high-pass Fyp filters (see Figure 1) are first order
filters. The dither amplitude was selected using trial and error. The dither amplitude is about 33% of
the optimal normalized torque gain in (15). The integrator gain k was designed to achieve a settling time
T, = 15 minutes, approximately for the 8m/s wind speed with 10% TI case and then same integrator
gain was used for all other cases. The settling time T is defined as the elapsed time from the start of the
dithering (control on) to the instant it takes to reach optimum torque gain value for the first time. The
LP-ESC parameters used are listed in Table 2. The LP-PIESC scheme was designed to have the same
dither frequency as the LP-ESC. After trial and error, the dither amplitude could be reduced significantly
to 25% of the dither amplitude value of LP-ESC. This result is important because the external dither is
a perturbation to the overall turbine. One plausible explanation for the smaller dither amplitude is that
the method for gradient estimation in LP-PIESC, equations (6) to (12), is more sophisticated than the
one used in the conventional LP-ESC. The parameters for LP-PIESC scheme are listed in Table 3.

5 Simulation Results

The LP-ESC and the LP-PIESC controllers with the algorithm parameters shown in Tables 2 and 3 are
evaluated with OpenFAST simulations for different hub-height mean wind speeds of 4 m/s, 8 m/s and
12 m/s, no wind shear and under turbulence intensities (TI) of 10% and 15%, respectively. Figure 6
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Table 2: LP-ESC Parameters of NREL 5MW Region 2 controller (see Figure 1)

Parameter Torque-gain ESC
Dither Frequency (w) 0.02 rad/s

Dither Amplitude (a) 0.02 (non-dimensional)
Cut-off Frequency of LPF  0.015 rad/s

Cut-off Frequency of HPF  0.018 rad/s

Phase Compensation () 0.36 rad

Integrator Gain (k) 0.001 s~ 1

Table 3: LP-PIESC Parameters of NREL 5MW Region 2 controller. See equations (6) to (12).

Parameter
Dither Frequency (w)
Dither Amplitude (a)

Torque-gain PIESC
0.02 rad/s
0.005 (non-dimensional)

kr 20 s 1

K 20 s~ 1

o 107552

kp 0.000005 s

I 2.8 (non-dimensional)

shows the hub-height wind time series for the three mean wind speeds (i.e., 4 m/s, 8 m/s and 12 m/s)
used in the simulation study with 10% TI. These wind profiles are then used to evaluate the performance
of LP-ESC and LP-PIESC in Figures 7 and 8, respectively. The top plot shows the normalized torque
gain (u), middle plot shows the tip speed ratio (A\) and the estimated power coefficient (C,) is shown
in the bottom plot. Tip speed ratio () and the estimated power coefficient (C,) plots are obtained by
applying a 100-second moving average filter on the OpenFAST outputs for these variables. The vertical
dashed lines in Figure 7 show the time LP-ESC is turned on and the time for convergence to the optimum
normalized torque gain uep:. Both LP-ESC and LP-PIESC are turned on at 150s. It can be observed
that the LP-ESC takes around 850s (i.e., ~ 15min as designed) to converge to the optimum torque gain
for 8 m/s and 12 m/s mean wind speeds. In stark contrast, the LP-PIESC converges to the optimum
almost instantaneously for all cases.

Simulations with increased turbulence intensity (15% TI) are also used to evaluate the performance of
LP-PIESC. The simulation results are shown in Figure 9. It can be observed that increasing the turbulent
intensity does not affect the transient or steady-state performance of the LP-PIESC.
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Figure 6: Wind speed time series at hub height: mean wind speeds 4 m/s, 8 m/s, 12 m/s and 10%
turbulence intensity
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Figure 7: Performance of LP-ESC with the pa-  Figure 8: Performance of LP-PIESC with the pa-
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We have also calculated the energy output using LP-ESC and LP-PIESC in the time interval [150s,
3000s] (47-minute duration), which is the time window with the control algorithms turned on. The
results are shown in Figure 10. Using LP-PIESC in place of LP-ESC results in a 16% average energy
improvement.

The results in this section provide evidence that LP-PIESC is faster to converge to the optimum
value than LP-ESC and also robust to the variations in mean wind speed and turbulence intensities. The

LP-PIESC requires a dither amplitude significantly lower than that for LP-ESC. These tmprovements
translated to increased energy production.

6 Conclusion

This paper presented a log-power feedback PIESC (LP-PIESC) strategy for wind turbine power max-
imization in region-2. The proposed algorithm is compared with a conventional ESC with log-power
feedback (LP-ESC) scheme. The 5MW NREL reference turbine model in OpenFAST is used to evaluate
the performance of both the strategies. Simulations were performed under different below-rated wind
conditions. The major improvements of the LP-PIESC, over the conventional LP-ESC, are: (i) faster
convergence to optimal parameters, and (ii) smaller dither amplitude to estimate the gradient of power
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with respect to the control parameters. These initial results provide evidence supporting the hypothesis
that the amalgamation of log-power feedback and PIESC technique would result in faster and consis-
tent convergence across different below-rated wind speed conditions. However, design of the LP-PIESC
algorithm requires tuning more parameters than the LP-ESC. Therefore, additional work is needed to
establish practical guidelines for parameter design customized to control of wind turbines and wind farms.
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Extended Abstract

Large-eddy simulations (LES) of wind farms can provide valuable insights into the aerodynamics of wind
farms. Yet, the high computational demand of the method typically limits its use to selected academic case
studies. The lattice-Boltzmann method has emerged to a promising alternative to classical computational
fluid dynamics approaches.[1] In particular GPU (graphics processing units) implementations of the
method have been shown to push the scope of LES due to significantly higher performance to cost ratios.|[2]
Recent studies have shown, that state-of-the-art lattice Boltzmann schemes can be readily applied to wind
turbine simulations, e.g. using the actuator line model.[3] Yet, in contrast to simulations of wind turbines
alone, experiences in simulating wall-modelled atmospheric boundary layers remains limited. This can
largely be attributed to the fact that LBM-specific wall modelling approaches are still at an early stage of
development. In this talk, we present recent progresses in the development of LBM-based wall models for
the simulation of atmospheric boundary layers. We firstly outline the fundamentals of the so called inverse
momentum exchange method (iMEM), a novel wall modelling approach that can be easily coupled to
existing LBM boundary conditions.[4] Furthermore, we present results of neutral atmospheric boundary
layer simulations and illustrate the benefits and challenges of the proposed method. This includes a
comparison to results from a well-established staggered pseudo-spectral finite difference (PSFD) solver
[5, 6], theoretical scaling laws as well as experimental results.

Exemplary results of the mean stream-wise velocity, velocity gradient and shear stress are shown in
Fig. 1. The presented approach is found to capture the log-law in large parts of the surface layer. The
largest deficiency remains an underprediction of the velocity at the first grid point that is associated
with an over-shoot in the velocity gradient. Reasons and remedies for this overshoot problem have been
widely discussed in the literature and will be further elaborated on in the talk. When it comes to second-
and higher-order statistics (not shown here for the sake of brevity) the LBM framework also shows a
satisfactory performance in comparison to the consulted references due to its low numerical dissipation.

In summary, the proposed wall-model and utilized numerical framework are shown to be a suitable
method for boundary layer simulations. In conjunction with earlier studies [7, 3| this again highlights
the potential of LBM-based models for efficient LES of wind farm flows.
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Figure 1: Vertical profiles of mean quantities with different grid resolutions in comparison to PSFD results

by Gadde et al. [6].

(a) Mean stream-wise velocity. (b) Non-dimensional vertical velocity gradient. (c)

Resolved shear stress (u'w’) (filled markers), modelled shear stress (7,.) (empty markers) and total shear

stress (77) (full lines).
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1 Introduction

Numerical simulations of wind turbines to represent rotor aerodynamics with an appropriate wind tur-
bine parameterization such as generalized actuator disk (GAD) or actuator line (GAL) models are often
preferred over fully-resolved computational modeling due to being computationally less expensive. In
addition, such a wind turbine model, for example, the actuator disk model, is capable enough to capture
turbine-induced wakes when combined with large-eddy simulations (LESs). It parameterizes the wind
turbine rotor as a permeable disk, taking into account flow rotation. Furthermore, the calculated aerody-
namic forces at different radial sections along the blade are averaged over the rotor swept area. Because
real-scale wind turbines operate within the lowest portion of the atmospheric boundary layer (ABL),
non-uniformity and non-stationarity of the oncoming wind flow which are driven by dynamics of the
atmosphere should be taken into account for accurate reproduction of temporal and spatial turbulence
scales at the vicinity of the turbine. Since canonical Computational Fluid Dynamics (CFD) codes lack
providing comprehensive information on unremittingly occurring chaotic turbulent structures during the
diurnal cycle of the ABL, Numerical Weather Prediction (NWP) models (e.g., the Weather Research and
Forecasting model (WRF) [1]), which solve prognostic flow equations considering interactions of many
atmosphere physics, are therefore widely used in the wind community. It should be emphasized that
validation of the results obtained from the WRF with the GAD model requires comparisons against field
measurements. In order to estimate wind turbine aerodynamic loading and performance, a generalized
actuator disk model is implemented into the WRF framework and the wake and power results are com-
pared to the measurements collected from one of the full-scale Vestas V27 wind turbine at the Sandia
Laboratories Scaled Wind Farm Technology (SWiFT) facility which was specifically designed for research
in wind energy. One of the main importance of this work is that the WRF-LES with the GAD model has
a high potential for multiscale modeling of wind turbine wake structures under real atmospheric forcing or
laboratory conditions by taking into account advanced wind turbine features such as rotor yaw dynamics,
turbine tilt, blade precone, rotor apex overhang, hub and tower effects, speed and pitch controller among
others [2].
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In this research, we evaluate the performance of a generalized actuator disk (GAD) wind turbine
parameterization under neutral conditions characterized by the stability parameter, z/L (sensor mea-
surement height divided by Obukhov length), which were observed at the SWiFT facility during the
measurement campaign. Numerical results are validated against the wake measurements obtained with a

rear-facing, nacelle-mounted spinner lidar. Additionally, generator power is compared with the available
measurements [3].

To simulate neutrally-stratified atmospheric boundary layer (ABL), the surface kinematic heat flux is
set to zero. Two telescopic WRF-LES domains are used in this study and the coarser domain is run for
fifteen hours to obtain fully mixed turbulence field. The second domain is introduced at the beginning
of hour 15 and the GAD model is run for additional one hour and ten minutes to model wind turbine
effects during the measurement campaign at the SWiFT facility. Data used for the analysis are collected
after ten minutes to allow for spin-up of the flows within the nested domain. 1.5-order TKE subfilter
scale turbulence model is used to model small-scale structures.
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Figure 1: Time-averaged variables at the met mast location: Horizontal wind speed (left), wind direction
(middle), and turbulent kinetic energy (right). Dashed horizontal line depicts wind turbine hub-height.

In Fig. (1), laterally and temporally averaged vertical profiles of horizontal wind speed, wind direction
and turbulent kinetic energy at 2.5 D upwind of the turbine are given. Each black curve shows 10 m-
average profiles for observations while colorful curves depict the results obtained from different numerical
simulations. Our WRF-LES results for inflow calibration, shown in red, are in good agreement with in
situ, measurements and other simulations.
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Figure 2: Time-averaged normalized velocity deficit profiles at different downstream locations in y-z
plane.
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In Fig. (2), normalized velocity deficit profiles at several downwind locations, /D = 2,3,4,5, are
shown. It is clearly seen that all numerical models underestimate measurement data obtained from the
nacelle-mounted spinner lidar. LES model results are collapsed into a single curve in magenta with
corresponding shaded region in Fig. (2).
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Figure 3: Ensemble averages of generator power and aerodynamic thrust coefficient. Black solid lines
depict standard deviations around the mean. Measured values are shown with vertical dashed lines
(mean) and gray shading (standard deviation).

Generator power and aerodynamic thrust coefficient computed by the GAD model are also com-
pared with the available numerical and experimental data (Fig. (3)). Although the power output of
the WRF-LES-GAD model resides in the gray-shaded region that marks the standard deviation of the
power measurements, the WRF-LES-GAD model overpredicts the generator power output about 16 kW.
Moreover, as given in the reference paper by Doubrawa et al. [3], mean generator power obtained from
openFAST [4] simulations (not shown here) is around 80 kW while it is computed as 95.33 kW in WRF-
LES simulations under neutral conditions. On the other hand, the GAD model shows reasonably good
agreement in terms of the aerodynamic thrust coefficient when compared with other LES actuator line
model results from different researchers. Due to the lack of field measurements of the thrust coefficient,
only the numerical results were compared with each other.

To conclude, the generalized actuator disk model implemented into WRF-LES framework shows
promising, reliable and physically consistent results compared with the measurement data that are ob-
tained from the full-scale Vestas V27 turbine at the SWiFT test site under neutral conditions. Detailed
investigations are required to evaluate the accuracy and reliability of simulated wake characteristics under
different atmospheric stability conditions.
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1 Extended abstract

This study presents measurement results of the noise emitted from a loudspeaker attached to the hub of
a wind turbine used for validation of different sound propagation models. This innovative measurement
campaign uses seven microphones positioned in a line along the mean wind direction of # = 225°, spanning
from microphone 1 at the IEC measurement position [1] (d = 158 m) to microphone 8 and 8b in the far
field of the turbine. Figure 1 presents an illustration of the experimental setup. The setup also includes
a meteorological mast, 2 profiling lidars and 2 sonic anemometers for inflow and wake measurements.

. r Loudspeaker, H = 109 m

b

Mic 4 Mic 5§ Mic 6 Mie 7 Mic 8
i 4 L Mic 8t
icl = ic 8b
h=ome ‘ hy, =15 m| .
I158m 378 m 506 m 706 m 837 m 978m

Figure 1: Sketch of the experimental setup with the loudspeaker attached to the hub of the wind turbine
at height H = 109 m and the seven microphones positioned on the ground in a line spanning from the
near field to the far field of the wind turbine. The sizes and the complexity of the terrain in the sketch
are not to scale with reality.

The analysis of sound propagation from a sound source to the far field of the source presents a challenge
for noise measurements in some conditions as the sound pressure level (SPL) reduces when propagating
away from the source. This study uses a deconvolution method to obtain the loudspeaker noise signal
when the signal to noise ratio is low in order to obtain a reliable background noise correction. The use
of the deconvolution method also introduces the possibility of obtaining the variance of the loudspeaker
noise signal.
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The measurement results are applied in a model validation of a Parabolic Equation sound propagation
model [2] and the ISO 9613-2 standard model [3],[4]. Besides the sound power level, the atmospheric
attenuation and the geometrical spreading of the sound, the sound propagation depends on the prop-
agation loss, AL. The propagation loss caused by e.g. atmospheric and ground effects is modelled by
the DTU in-house sound propagation model WindSTAR-Pro and the standard propagation model ISO
9613-2. The sound power level is normally estimated as a point source from the measurements at the IEC
position. However, in order to only compare the two propagation models, the difference of SPL between
the different microphones can be evaluated without taking the source into account.

The evaluation of the models is performed in a statistical way, using the 2 minutes averaged measured
meteorological conditions as inputs. Figure 2 presents the comparison of the experimentally obtained,
and the WindSTAR-Pro and ISO 9613-2 modelled propagation spectra for 2 hours of loudspeaker noise.
The results are presented in 1/3 octave bands. Figure 2 shows that the WindSTAR-Pro model captures
the measured propagation and its variance caused by the varying meteorological conditions well, while
the ISO 9316-2 model does not show significant variations in neither meteorological inputs nor frequency.
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(a) Propagation between Microphone 4 and 6 (b) Propagation between Microphone 4 and 8

Figure 2: Comparison of the median and variance of the measured (Exp. in legend) and the WindSTAR-
Pro (WS) and ISO 9613-2 (ISO) modelled sound propagation, A SPL, between microphones; (a) 4 and 6
(b) 4 and 8. The wind direction is # = 235 — 250° and the wind speed is U = 8 — 11 m/s at hub height.
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Abstract

Although the performance of offshore wind turbines has been improved with time, the design space
has not been adequately explored. Typical designs are based on monopile, three-bladed horizontal-axis
structures and are evaluated only on the basis of their power generation efficiency. A holistic design
approach that integrates information from the whole life cycle of a wind turbine, namely, from raw
material extraction and manufacturing to installation, operation, maintenance, and recycling, would
allow for designs that go beyond power performance and ensure other aspects like environmental
sustainability and reduced greenhouse gas emissions.

Traditionally wind turbines are designed by human experts with the help of simulation tools.
Recent advancements in Artificial Intelligence (AI) have the potential to revolutionize design gen-
eration. Al algorithms can formulate the design process as a multi-objective optimization problem,
extrapolating rules in a data-driven manner and providing insight to previously unexplored aspects.
Successful applications of Al range from the pharmaceutical industry to construction, architecture,
and the automotive industry.

In this paper, we consider generative design algorithms that leverage AI methods to yield novel,
cost-effective and efficient designs. We propose an approach for design generation based on Evolu-
tionary Algorithms (EA). Given a design space, candidate designs are evolved and evaluated in a
simulated environment. Our preliminary results show that this data-driven method creates unique
and competent designs by exploring the design space.

1 Introduction

Traditional industrial design processes are commonly mandated by inevitable challenges, which ultimately
lead to engineering trade-offs. Especially the domain of wind turbine design is dominated by the energy
production factor, while other aspects like economic and environmental sustainability can be left in the
background. This issue can be tackled with specific Al techniques that formulate the design processes
as constrained optimization problems. Although these tasks are challenging, they can be addressed with
Generative Machine Learning methods which compute, data, and performance-driven solutions.

Generative design algorithms are iterative processes that traverse a multidimensional parametric
space, called the Design Space, in search of optimal solutions based on the input constraints and evalua-
tion criteria [1]. A prevalent approach for solving such optimization problems lies in the use of Genetic
Algorithms (GAs). Based on Darwin’s Theory of evolution and natural selection, Genetic Algorithms are
ideal for exploring the design space and approximating optimal solutions. Applications in the optimiza-
tion of structural designs have been highly effective [2, 3, 4, 5].

Such approaches have also been employed in the field of wind energy. More specifically, horizontal
axis wind turbines (HAWT) are parameterized and optimized using GAs, resulting in novel and beneficial
designs [6, 7, 8, 9, 10]. The parameterizations considered in most studies are primarily centered around
the blade structure, with the energy output of the rotor serving as the objective function to be maximized.

The aim of our research is to expand the design space with regard to the entire life cycle process of an
offshore HAWT. By establishing a multi-objective cost function, based on real and synthetic data [11, 12],
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the design quality can be influenced significantly in order to facilitate the development of improved designs
of future offshore wind turbines.

We propose a GA approach for producing optimal wind turbine designs while taking into account
varying design parameters, including real-world data.

2 Necessary Background

Genetic Algorithms (GAs)

Genetic algorithms [13] are inspired by the process of natural selection in biology. A population
of candidate solutions is evolved by an iterative process (the population in each iteration is called a
generation), to produce better solutions for a target optimization problem.

The main components of a GA are the following:

e Solution representation: Each solution to the problem is specified by a set of genes called the
genotype. The physical representation of the candidate is termed the phenotype.

e Fitness function: it evaluates the candidate solutions by computing a score that, when normalized,
is considered as the probability of reproduction for the next generation.

e Initial Population: often, the initial population is randomly sampled in the Design Space.

e Selection, Crossover & Mutation:
are important operations for the evolution of the solutions. During the selection phase, the most
pertinent candidates are selected for reproduction. Each parent passes information stored in the
genotype vector, to the next generation, via the Crossover method. A random crossover point from
the vector is chosen, and information until that point is exchanged among the parents to create new
offspring, which is added to the population. Random mutations can occur with a low probability,
inducing variety to existing genetic information.

GA based solutions have been applied to wind energy problems, including wind farm layout optimiza-
tion [14, 15], wind turbine controllers [16, 17], as well as airfoil and blade layout design [6, 7, 18, 8, 9, 10].

Generative Adversarial Networks

Generative Adversarial Networks (GAN) [19] are generative models, meaning that they aim to create
synthetic data. These networks are consisted of two models. The Generator (G), tries to generate ”fake”
data to fool the Discriminator (D), which classifies input data as real (belonging to a given dataset) or
fake (created by the Generator).

The training process, that is reflected in the network’s loss function Eq. (1), is a min-max two player
game.

mci:nmgx V(D,G) =gmpyara(e) log D(x)] +
a~p- (@108 (1 = D(G(2)))] (1)

where z is a noise vector and x is real data, from the data distribution pgyasq-

By training the two models against each other, the Generator learns to imitate the real data distri-
bution, generating novel and diverse but plausible (with respect to the real data) instances.

The essential difference between the aforementioned techniques is that Genetic Algorithms rely on
stochastic sampling to optimize input parameters according to the fitness function. Contrary, GANs
compute the fitness of each individual using the Discriminator’s score, which also computes the derivatives
of the fitness function with respect to each input parameter. Therefore, weights are updated according
to those derivatives. Nonetheless, the concept of a Discriminator can be infused in the fitness function of
a GA. This can help the algorithm to converge faster and aid it towards more plausible and meaningful
results [20].
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3 GA-based design generation framework

An efficient design can be capable of performing at an adequate level, although opportunities for en-
hancement are always a possibility. Therefore, an appropriate design methodology can be beneficial as it
could deliver improved solutions, particularly if ML techniques are exploited. The discrete steps of the
GA methodology for design generation are as follows.

Design Space

The first step is to determine the input parameters. Consequently, a Design Space has to be defined,
consisting of values for respective variables as well as their type (continuous floats, integers, discrete values,
etc.) and boundary conditions that may apply to them. Some constraints could reside in dependencies
that exist between different parts of the design space. For example, the calculation of wind loads on
the tower of a wind turbine could depend on the design of the substructure. Finally, a vector V is
provided as input to the algorithm, comprised of continuous, as well as discrete, variables, noted as Y
and X respectively. Unary conditions (expressed as bounded functions g(Y")) can apply to the continuous
variables. Moreover, dependency constraints that induce correlations between variables can be formulated
as multivariable functions.

Design Generation (G)

Using a well-defined design space, the GA can be initialized with random instantiations by assigning
values that satisfy the constraints to all variables. Typically, this step is sufficient for the generation
process, but in the case of a simulated environment being deployed for testing candidate designs, an
important, and sometimes complex, task lies in translating the input parameter vector (genotype) into a
format suitable for simulation that physically represents its features (phenotype). In the simplest case,
for example, if the vector is comprised of values that define the number of blades of a WT, the input
files of the simulation software are altered accordingly, resulting in functional simulation models. But for
more intricate configurations, complications can occur e.g. customization and simulation of a complex
substructure.

Design Evaluation (E)

For the algorithm to be able to reach optimal designs, a fitness function has to be specified. This
function maps every candidate design to a score that can be used for evaluation. Wind turbine (WT)
design is a multi-objective optimization problem, and therefore the fitness function’s score should be
derived from various sources. Mechanically driven evaluation can ensure that a WT model is performing
as expected by testing it against simulated real-world conditions. Furthermore, the fitness of a design
should ideally include aspects of the design process that are challenging to ascertain, e.g., manufacturing
and maintenance costs, ease of production, and expert knowledge. If a dataset of existing designs with
analogous and sufficient data is present, it can be used to train a predictive model. This can then serve
as a fitness function, as it takes the features of a proposed design as input and predicts a corresponding
score.

Design optimization
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Figure 1: General overview of the approach
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As described in Section 2 the actual optimization is attained during the iterative process of the
algorithm. Population vectors, that are initially comprised of random values, are refined for each new
generation until a maximum number of generations or a desired termination criterion is reached.

4 Preliminary Results

For the purpose of testing the general framework’s efficacy a proof of concept experiment is deployed.
The target of the optimization problem, is to improve the performance of a 10MW reference wind turbine
[21], by modifying only the blade structure, and more specifically the Chord length [m] as well as the
Thickness/Chord ratio [%] at 40 positions (points) across the blade span. Those parameters are presented
in Figure 2. Consequently, the design space is consisted of 80 independent continuous variables with
solely unary constraints applying to them in terms of min-max values. For this preliminary test case,
a population of 20 candidates is randomly initialized and evolved, using a Genetic Algorithm, for 50
generations.

The assumption is that by adjusting the chord length and thickness of the blades at certain points, the
rotor speed of the wind turbine is affected. The resulting structures are tested in a simulated environment
using the aeroelastic code HAWC2 (Horizontal Axis Wind turbine simulation Code) [22]. HAWC?2 tests
structures in real time and against simulated wind conditions, providing time series output metrics.
Depending on the nature of the problem that has to be solved, these can be used and combined to form
a fitness score. In our test case, the rotor speed is chosen as a target for maximization as it can translate
to increased energy production.

Thicknes_s

Chord

Figure 2: Blades are split into sections. At each section, chord length and thickness
are defined.

Nevertheless, the fitness function has to map every design to a number (score) that regulates its prob-
ability of reproduction. Therefore, the mean rotor speed value, after convergence, is used for evaluation
purposes. We presume that convergence is reached after half of the simulation has been executed, as seen
in Figure 3.

In the ideal case, all designs produced by the GA should be scored by the simulation tool. Unfortu-
nately, there is a possibility that a proposed design can lead the solver of the simulator into a state of
non-convergence. In that case, we assign a negative score of —1 as a penalty to discourage the algorithm
from picking erroneous designs.

The process of training the Genetic Algorithm is computationally expensive, especially in our case,
where multiple simulations have to be executed in parallel, putting a heavy workload on the CPU. For
this reason and due to resource constraints, the algorithm was tested on a restricted population size and
for a limited number of generations [23]. Another hyperparameter that has to be set, and confined for
computational reasons, is the simulation duration for which each design is tested. Regardless, the results
(Figure 4) are informative and promising, as they seem to deviate from the norm.
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Figure 3: The fitness of the WT designs are determined by the convergence score,
chosen as the mean rotor speed after half of the simulation time has passed.

10MW Reference GA Designs

Front Side Front Side Front Side
AN !

1

)

Figure 4: Front & side view of the 10MW reference WT blade, compared to designs
generated by the GA.

Result Interpretation

A justification of a pattern that is detected in multiple resulting blade designs can be drawn from
nature. More specifically, a series of smooth bumps are observed along the blades generated by the GA.
This is also the case in Humpback whale’s flippers, which have sinuous tubercles spanning across their
edge [24].
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Figure 5: Tubercles on Humpback whale’s flippers compared to the generated design
of a wind turbine blade.

This natural genetic modification has been evolved through time to aid the whales towards effortless
hydrodynamic movement. The performance of tubercle wings has been tested in simulated and real
(wind tunnel) environments, yielding efficient and stable results [25].

5 Discussion & Future Work

In this work, we consider the problem of optimizing wind turbine designs using Genetic Algorithms.
Although our preliminary results are auspicious, a more comprehensive study in the future is imperative.
Ultimately, the overall goal is to define and solve a multi-objective problem, incorporating information
from the whole life-cycle design process. Nonetheless, even if synthetic data from realistic simulation
environments are used, problems can occur.

Specifically, an issue when using the simulation framework for scoring generated designs arises when
the initial population is compromised solely of designs that yield simulation errors. This can happen
if many (unrestricted) parameters of a structure are modified simultaneously. As an example, abrupt
changes of blade width at neighboring points across the blade span can lead to unfeasible models that
result in erroneous simulation outputs. As mentioned in Section 4, a penalty score of —1 is assigned to
these designs, but in the case of a completely flawed initial population, all designs will have the same
(negative) score, and therefore the same probability of reproduction, leading the algorithm into a pitfall.

A method for addressing this problem is to implement biased initialization. If expert knowledge can
be obtained, it can be used to form a ”biased” dataset from which the algorithm can sample the initial
population. This can be beneficial when known solutions need to be improved or (in our case) if a
"head start” is required for the algorithm to be effective and reach convergence. A similar result can
be achieved by using the concept of GANs (Section 2). More precisely, the output of a discriminative
model that yields a similarity score in relation to real designs can be used in the fitness function to aid
the GA towards more plausible and less erroneous results. Due to lack of real data, this method was not
implemented.

An additional parameter that has to be set is the duration of simulations. Stopping simulations too
early could lead to an inaccurate evaluation, but higher simulation times for each individual add up to a
significant impact on computational cost. Alternatively, a measure of stability, or direction, of the time
series output could be computed and used to augment the fitness function, with the assumption that
more stable simulation outputs will not lead to erratic future behavior.
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Challenges in aeroelastic modelling of multi-MW Floating
Offshore Wind Turbines
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Floating Offshore Wind Turbines (FOWT) are one of the most promising technologies to increase
wind energy power production. If wind energy will be able to supply 30 to 50% of global energy
needs, proper understanding and modelling of the complex dynamics involved in FOWTs is crucial[1].
Another apparent trend is the increase in size of wind turbines. Particularly in an offshore setting,
increase in turbine power is fundamental to lower overall project cost. Indeed, recent research [2] has
shown how increasing wind turbine size has the potential to slash investments costs in half in some
cases. The wind energy research community is actively involved on these topics. For instance,
participants of IEA Task 30 are investigating the capabilities and attempting to identify and address
the pitfalls of current wind turbine design codes in the simulation of FOWTs, IEA Task 47 will
investigate wind turbine aerodynamics, focusing on large rotor motion as experienced in floating
conditions, and many EU-funded projects, such as CoreWind [3] and FLOATECH [4] are attempting
to address some of the discussed issues. Finally, a 1SMW reference rotor has recently been developed
in the framework of IEA Task 37, and is a testament of the industry trends of increase in wind turbine
size. In summary, while upscaling and floating wind are logical from a cost and operations point of
view, what are the challenges involved in the design and operation of a multi-MW FOWT?

We attempt to investigate this by simulating two reference wind turbines of very different size, the
NREL 5MW [5] and the IEA 15MW [6,7]. The two turbines are simulated in OpenFAST [8] using
Blade Element Momentum (BEM)-based aerodynamics in combination with second order potential
flow derived hydrodynamics. Both the turbines compared in the present study are mounted on semi-
submersible type floaters, with slack catenary mooring lines. The two machines are subject to identical
inflow and sea conditions, as if they were installed in the same sea leg. We compare performance and
loads, and attempt to understand and contextualize the effects of a rather marked increase in turbine
power and size. As most likely is to be expected by analyst in the field, platform motion is found to
increase loads significantly. Although motion is decreased for the larger turbine, the increases in
component mass affects both gravitational and inertial component loading.

The research group is also active in the investigation of the aerodynamic capabilities of current wind
turbine design codes. Since proper full blade-resolved CFD is still computationally prohibited, wind
turbine simulation codes typically rely on a blade-element model for the wind turbine blade, while the
wake can be modelled with several degrees of fidelity, ranging from a simple momentum balance to
full CFD. In this context, potential effects of improved aerodynamic analysis in the context of floating
wind are discussed.
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Abstract. Over the last decade, the size and the number of offshore wind turbines and wind
farms are constantly increasing and ongoing projects show that this will continue. With tip height
often above 200 meters, currently installed wind turbines are interacting and impacting
massively the atmospheric boundary layer. Therefore, the research intends to develop a new
dynamic wake model that considers weather transient inputs. The Flow Redirection and
Induction in Steady State (FLORIS) framework has been proven to be an easy to use, easy to
tune, computationally inexpensive and powerful wake modelling tool even though lacking
dynamical effects. Therefore, an extension of the FLORIS framework is presented in order to
include wake advection delays between wind turbines, time-varying and spatially heterogeneous
wind conditions. The new dynamical model is inspired by the FLORIDyn model presented in
2014. The so-called Observation Points (OPs) are generated at the rotor centre location.
Following a Lagrangian approach, the OPs are convected downstream, along the wake of the
wind turbine, defining the wake centreline. It is during this process that the dynamics of wind
turbine wake and background flow field unsteadiness are included. Finally, using the same
approach currently implemented for yaw-misalignment wake deflection, the wake is shifted to
match the unsteady wake centreline. The developed model is validated against Large Eddy
Simulation using the SOWFA tool. The validation is done for unsteady inflow, with both wind
speed and direction changes, variable wind turbine control and wake interactions. The new model
is applied to a simulation of the Horns Rev wind farm with a sinusoidally time-varying wind
inflow direction to show an hysteresis in the wind farm power extraction curve.

Keywords: FLORIS, dynamic wake model, wake advection delays, unsteady flow field, SOWFA

1 Introduction

Over the last decade, the size and the number of offshore Wind Turbines (WTs) and wind farms
are constantly increasing and this growth is expected to continue in the future. With tip height often
above 200 meters, currently installed WTs are interacting and impacting massively the atmospheric
boundary layer. In the future, wind farms will become even more important contributors to the electrical
power system and will require additional flexibility in terms of farm control, ancillary services and
response to weather transients as explained in [1]. It is crucial for fast control-oriented models to be
informed of weather inputs but current models are almost always quasi-steady, hence internal wind farm
dynamics are not accounted.

2 Objectives

The wind farm model should account for the unsteadiness of the background flow field. Two
different main usages of this new model can be distinguished. The first one can be called “operational”
usage where the flow field is obtained from a single measurement location. The model can inform wind-
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farm control algorithms and increase fidelity. Another usage can be done by coupling the model with a
weather prediction model in order to estimate wind-power resources accounting for the influence of
synoptic phenomena or to improve current wind farm parametrizations that are commonly used at
mesoscale level by informing on sub-grid scale effects. Currently available wake models are only steady
state models and thus not suitable for a coupling with time-varying mesoscale simulations. The objective
is to develop a new dynamical wake model accounting for wake advection delays and mesoscale wind
transients.

3  Methodology

The Flow Redirection and Induction in Steady State (FLORIS) framework has been proven to be
an easy to use, easy to tune, computationally inexpensive and powerful wake modelling tool even though
lacking dynamical effects. Therefore, an extension of the FLORIS framework is presented in order to
include wake advection delays between wind turbines, time-varying and spatially heterogeneous wind
conditions. The new dynamical model is inspired by the FLORIDyn model presented in [2]. The so-
called Observation Points (OPs) are generated at the rotor centre location. Following a Lagrangian
approach, the OPs are convected downstream, along the wake of the wind turbine, defining the wake
centreline.

In the current paper, we consider cases where the vertical OP displacement is much smaller than the
horizontal displacements (computed in following Large Eddy Simulation (LES) and also shown in [3]),
justifying the use of a two-dimensional dynamical model at hub height z;.The first point of the centreline
(p = 1), of turbine t at time step k, is located at the WT rotor centre, xc(t) = (xc(t), yc(t), 2¢ (1)),
which gives:
Xep=1k = Xc(t)

The downstream convection of X p,  t0 X¢ 411 k41 18 defined as follows:

Xep+1k+l = Xepk T Ut,p,kAK
where AK is the time step. Thus, the previous expression can be simplified to:

(xt,p+1,k+1) _ (xt,p,k) 4 (ut,p,k) AK

Yep+1,k+1 YVepk Vtp,k
Using matrix notation, the time update laws of OPs are:
Xt 1,k+1 Ve 1k+1 Xtk Y1k U1k Vtik
Xt2,k+1  Vt2k+1 Xt2k  Yt2k Utz k  Vt2k
: : = [4]] .|+ [Bllxc(®) yc(O]+[A]] . |AK
Xt,Npk+1  Yt.Npk+1 Xt,Npk  Yt.Npk UtNpk  VtNyk
0 (0] 1
1 0 0 .
where [A] = Lo ,[B] = and N, is the number of OPs.
) 1 0 0

The local velocity vector Uppx = (Ugpk Vepk) i obtained with a steady FLORIS evaluation that
reflects the background input velocities and turbine settings at time index k. It is important to note that
N, is increasing at the beginning of the simulation and thus the computational time is expected to
increase during the first part of the simulation and then reach a plateau.

It is during this process that the dynamics of WT wake advection delays and background flow field
unsteadiness are included. Finally, using the same approach currently implemented for yaw-
misalignment wake deflection, the wake is shifted to match the unsteady wake centreline. This
implementation differentiates from [2] in the fact that the original FLORIS modules (wake velocity,
wake turbulence and wake combination modules) are kept and a new module accounting for the wake
unsteady centreline deflection is added. The new tool is hereafter called Unsteady FLORIS (UFLORIS).

4 Results

4.1 Validation
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The developed model is validated against LES using the SOWFA tool [4]. The validation was

conducted for steady inflow and unsteady turbulent inflow conditions, with both wind speed and
direction changes, variable WT control and wake interactions. The simulation shown in Figure 1 is done
using a NREL SMW WT represented by an actuator line model. The precursor domain has dimensions
of 3 x 3 kms in the horizontal direction and 1 km in the vertical direction with a uniform resolution of
20 meters. The main simulation has a refinement region around the WT and the near wake so as to reach
a resolution of 5 meters. The wind is coming from bottom left at a magnitude of 8 m/s at hub height and
around 6% of turbulence intensity. In the main simulation, the time step is 0.125s. The same simulation
is run with and without the wind turbine in order to obtain the background flow field to be inserted into
UFLORIS. This can be considered as a one-way coupling between SOWFA and UFLORIS updated
every 50s. In this simulation, the WT starts with a 30° yaw angle and at T = 800s the turbine is rotating
at a rate of 0.1°/s in order to retrieve a nominal position without yaw angle. For the UFLORIS
simulation, the time step is 10s and the output flow field figure has a resolution of 15m. The wake deficit
is computed using a gaussian wake model [5].
The centreline from SOWFA (in green in Figure 1 top left) is extracted by using the methodology from
[6] and compared to the UFLORIS centreline presented in the previous section (in black). The figure on
the top right corresponds to data extracted at the dashed black line position. It shows a value that is
proportional to the amount of wind energy that is lost due to the upstream WT. A good agreement is
found between the new model and LES. The small difference between the location of the two centrelines
can also be observed on this figure. Finally, the bottom figure is showing the power generated by the
wind turbine. The agreement is good considering the fact that there is a 50s updating lag which
corresponds to these plateaus.
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Figure 1 Instantaneous snapshot of wake centrelines from UFLORIS (black) and SOWFA (green)
together with contours of background flow field from LES and model comparison of predicted power
(bottom) and centreline cross-flow positions (right) at the dashed-black line position.
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4.2 Application

The UFLORIS model is applied to a simulation of the Horns Rev wind farm with a sinusoidally
time-varying wind inflow direction (6(t) = 270° — 30°sin(2nt/Tg) ; T = 1h) as detailed in [7]. It is
an ideal test-case to assess this new dynamical wake model because it involves dynamics of wake
advection delays in wind farms and dynamical hysteresis effects in power production. Results are shown
in Figure 2 where the normalized Horns Rev wind farm power is plotted as a function of the incoming
wind direction. The UFLORIS simulation is capturing the dynamical effects despite not featuring lower
power than the steady case as shown in [7].
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Figure 2 Normalized Horns Rev wind farm power as a function of the incoming wind direction.

5 Conclusions

In this abstract, the development of a dynamic wake model accounting for wake advection delays
and mesoscale wind transients is presented. The new Unsteady version of the original FLORIS consists
in the addition of a new module. It is computing the unsteady wake centreline position and shifting the
wake. The implementation has been validated against LES and is applied to the Horns Rev wind farm
subjected to sinusoidal wind direction changes in order to reproduce an hysteresis in the wind farm
power extraction curve.

Bibliography

[1] Eguinoa I, Go¢men T , Garcia-Rosa P B and Das K 2021 Wind farm flow control oriented to
electricity markets and grid integration: Initial perspective analysis Advanced Control for
Applications.

[2] Gebraad P M O and van Wingerden J W 2014 A Control-Oriented Dynamic Model for Wakes in
Wind Plants Journal of Physics: Conference Series 524 012186

[3] BossuytlJ, Scott R, Ali N and Cal B 2021 Quantification of wake shape modulation and deflection
for tilt and yaw misaligned wind turbines Journal of Fluid Mechanics 917

[4] Sale D, Churchfield M and Bachant P 2020 dcsale/SOWFA: vl (Version vl). Zenodo.

76



— PORTO 17" EAWE PhD Seminar on Wind Energy

e _ we \ FELJP FACULDADE DE ENGENHARIA 3 =5 November 2021

european academy of wind energy

UNIVERSIDADE DO PORTO Porto, Portugal

https://doi.org/10.5281/zenodo.3632051

Bastankhah M and Porté-Agel F 2014 A new analytical model for wind-turbine wakes Renewable
Energy 70 116-123

Coudou N, Moens M, Marichal Y, Van Beeck J, Bricteux L and Chatelain P 2018 Development
of wake meandering detection algorithms and their application to large eddy simulations of an
isolated wind turbine and a wind farm Journal of Physics: Conference Series 1037 072024

Munters W, Meneveau C and Meyers J 2016 Turbulent Inflow Precursor Method with Time-
Varying Direction for Large-Eddy Simulations and Applications to Wind Farms Boundary-
Layer Meteorology 159.2 305-328

44



FELJP FACULDADE DE ENGENHARIA 3-5 November 2021
UNIVERSIDADE DO PORTO POI‘tO, Portugal

S
e We \ [)ORFFO 17" EAWE PhD Seminar on Wind Energy

Effect Of Vortex Shedding Modelling Choice On The Fatigue
Loads Of A Wind Turbine Tower

Ricardo Fernandez-Aldama®, Oscar Lopez-Garcia®, Alvaro Cuerva-Tejero®, Cristobal
Gallego-Castillo®, and Sergio Avila-Sanchez®

*Aircraft and Space Vehicles Department, Universidad Politécnica de Madrid, Plaza
Cardenal Cisneros 3, 28040 Madrid, Spain

E-mail: ricardo.fdealdama@upm.es

Keywords: Vortex Shedding, VIV, Wind Turbine Tower, Fatigue, Turbulence

Abstract

Design rules for vortex-induced vibrations of structures are limited to oversimplified expressions
of the maximum top section displacement, and thus may fail to provide an accurate estimate of the
fatigue damage produced by these cross-wind vibrations. Time-marching simulations of aeroelastic
models can be used to calculate fluid-structure interaction to a better degree of accuracy. For this, an
appropriate vortex shedding model needs to be chosen from the wide variety present in the literature.
As far as the authors are aware, a critical review of such models applied to wind turbine towers
has not been carried out. As a starting step in this direction, three well-known levels of vortex
shedding modeling are compared. These levels range from the simplest type A or forced system
model, through type B or fluidelastic system model, to type C or coupled system model. Simulations
are performed using classical modal analysis of an isolated wind turbine tapered tower, subjected to
a sheared wind profile. Vortex shedding-induced loads and tower dynamics are limited to the cross-
wind direction. Damage equivalent loads are included in the comparison, and a sensitivity analysis
to type C parameters is performed. It is shown that the different models presented here produce
results with important qualitative differences, notably that obtaining a similar result in the tower top
displacement amplitude does not guarantee an equivalent behavior in the fatigue loading. The need
to develop and adjust vortex shedding models based not only on displacement but also on fatigue
damage is suggested.

1 Introduction

Vortex shedding is a well-known but little understood phenomenon which can drive the design of many
engineering structures, and this fact has led to the development of a multitide of models to estimate
the loads it produces ([1]). As far as the authors are aware, the only attempt at calculating the vortex
shedding generated loads on a wind turbine tower has been done in [2] by means of spectral methods. In
this work, an additional model, that of a wake oscillator, is used and compared to two spectral method
variants, applied to time-marching aeroelastic simulations of a wind turbine tower, showing the differences
obtained in the calculated fatigue loads as well as the structural dynamics. Firstly, the structural model
is described in section 2. The aerodynamic models employed are presented next in section 3. Then, the
fatigue calculation procedure is outlined in section 4. Simulation and fatigue calculation results for a
range of wind speeds are presented in section 5. And, finally, some conclusions are drawn in section 6.

By showing the dynamics and fatigue obtained by applying different existing vortex shedding models
to a wind turbine aeroelastic model, the present work intends to serve as a reference when choosing or
developing models particular to this type of structures.
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2 Tower Modelling

The wind turbine tower is modelled as a cantilevered Euler-Bernoulli beam, and classical modal superpo-
sition is used to reduce the system to a single degree of freedom, corresponding to the tower first lateral
mode. The structural dynamic equation is thus:

H
mapr (ta) + 2ma(spwipr (B o) + miwipr (B a) = / fr—sV1(2)dz, (1)
0

where m; is the modal mass of the structure; p(¢; «) is the modal coordinate of the tower lateral deflection
w(z,t; @), such that w(z,t; ) = p(t; @)P1(z), being ¥1(z) the modal shape, and z the height from the
ground at z = 0 to the tower top at z = H; (1 is the structural modal damping; w; is the undamped
natural frequency; « is the realization number of the stochastic process, being « = 1,... N,, where N, is
the total number of processes considered; and ff_,, is the external forcing of the fluid upon the structure.

3 Vortex Shedding Forces Modelling

Spectral models originally relied on experimental results of very rigid structures [3], and thus did not
consider any effect of the structural motion in the vortex-induced loads; these type of models are here
called type A, in accordance with the nomenclature used in [4]. A later development, presented in [5],
included the effect of structural dynamics on the vortex-induced loads by means of non-linear damping
terms; these type of models are called type B. On the other hand, wake oscillator models, as originally
proposed in [6], couple the structural dynamics with a model for the wake dynamics which reproduces
the main characteristics of vortex shedding, with the disadvantage that they have to be adjusted for each
individual application; this type of models are called type C.

Thus, three levels of vortex shedding modelling are considered, which are, in increasing order of
complexity, a type A model, or forced system model, a type B model, or fluidelastic system model, and
a type C model, or coupled system model. Each model defines a different forcing on the structure fs_,,
in equation (1). The details of this function f;_,, for each model are now presented.

3.1 Type A

For type A, a stochastic lift coefficient time series cr, (z,t; «) is defined, based on the spectral model first
proposed by [3], and the coherence model proposed in [1]. The force produced by this lift coefficient
follows the canonical form and is:

Froslestia) = 507 (2)D(E)er (2 t500), ¢l

where p is the density of the fluid; U(2) is the average inflow speed; and D(z) is the tower diameter. This
model does not consider any effect of the structural motion on the vortex-induced loads.

3.2 Type B

For type B, the same lift force as in type A is used, and an additional force related to the structural
motion is added, based on the formulation by [5]. The sum of the two forces is:

fros(z, tia) = %pﬁ%z)D(z)cL (z,t; ) + kq (2) (w (z,t;0) — Gu® (2, t; oz)) , (3)

where k, is a nonlinear damping parameter which depends on the Reynolds number Re, the turbulence

27U
intensity I,,, and the reduced velocity Uyeq(2) = T DEZ; ; and G is a function of the limit amplitude value
w1 z

which is obtained from [7].

It can be seen that the new force is a nonlinear damping force, comprised of a linear damping term and
a cubic damping term. The linear term models the self-excited nature of vortex-induced vibrations, and
the cubic term models the self-limiting nature of vortex-induced vibrations; two important charactersitics
observed experimentally (see [5])
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3.3 Type C

For type C, vortex shedding is modeled via a wake-related variable ¢q. For simplification, the wake
variable is here assumed to have a characteristic shape which matches the modal shape of the structure,
as done previously by [8] and [9], such that q(z,¢; o) = U1(2)I(¢; o), where ¥y (2) is the first mode shape
of the tower. The wake equation with this prescribed shape reads (omitting the dependence on « for
readability):

a 7 " 4 2 " 2 ] a 2 2
/0 \Ill(z)dzll(t)—i—s(/o Q(2) W4 (2)dz (t)—/o Q(z)\lfl(z)dz>l(t)+/ 02 (2) W2 (2)dz 1 (1)

0
H
— [ fesmi
0
_ (4)
27StU(2) . . . .
where Q(z) = D) being St the Strouhal number; and € is the strength of the van der Pol nonlinear

damping term.
To define the forcing of the structure on the wake, f._f, a single contribution is considered as
proportional to the structural velocity, which is the preferred approximation for cases with high mass-

B
damping, as argued in [10], being the proportionality constant defined as m On the other hand, to
z
define the forcing of the fluid on the structure, f;_,,, the following contributions are considered: (I) A
CL,0

lift force via a lift coefficient related to the wake variable as: ¢ = q , where cy, o is the stationary

H
vortex-shedding lift coefficient. (II) A drag damping force, multiplied by the parameter —— to account
Cp\Z

for the stalling behaviour of the flow, being c¢p the sectional drag coefficient. And (III) the drag force
induced by the turbulent wind, considered simply as the total drag force projected in the lateral direction
by an angle of attack 5. Therefore, the two external forcing terms are:

fsmg(ztia) = %w (2,8 ), (5)
and
oo ti0) = 500 (D) (e (2. t0) + HEZED ) 4 22t c) D)o (2)sin i ). 0)

where U = (U + uz)2 + u%, and 8 = arctan (Uuy ), being u, and u, the turbulent components of
U

xr
the wind field in the longitudinal and lateral directions, respectively. Thus, ¢, H and B are semiempirical

parameters to be adjusted for each case.
4 Fatigue Calculation

The tower bottom bending moment time series is calculated from the simulated deflection time series, and
then the fatigue damage it causes is computed using the rainflow-counting (RFC) algorithm as described
in [11]. Using Miner’s rule, in accordance with [12] the damage equivalent load (DEL) is obtained for

1000 cycles (DEL1ggg) as:
1 m) ™"
DEL1go0 = (1000 E n;S; > ) (7)

where n; and S; are the number of cycles and their amplitudes as obtained with the RFC algorithm, and
m is the slope of the S-N fatigue curve.

5 Results and Discussion

In the present work, the results using the three different vortex shedding models described in section 3
are compared. The tower model used is that proposed for the NREL-5MW wind turbine in [13]. All
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Figure 1: Non dimensional maximum deflection as a function of the reduced wind speed, at the tower
top section, for vortex shedding models (a) A and B, (b) A, B, and C with three values of parameter H,
(c) A, B, and C with three values of parameter B and (d) A, B, and C with three values of parameter .

simulations are carried out with the following general conditions: simulation time tg;, = 600s; simulation
time step At = 0.1s; wind shear parameter o = 0.2; turbulence intensity I..s = 0.12; and Strouhal number
St = 0.2. Regarding the parameters specific to each vortex shedding model, we have for type A and type
B only the bandwidth parameter By = 0.1, and for type C there is the stationary vortex-shedding lift
coefficient ¢z, o = 0.3 as usually taken, see [14]; the van der Pol nonlinearity parameter e, = 0.3; the
stall damping constant H.f = —33.3; and the velocity coupling constant Bt = 297.5[s~1]. Statistics are
calculated from N, = 12 realizations, based on the last 100s from each 600s simulation. The stochastic
processes of lift coefficient (for types A and B) and of turbulent wind components (for type C) are
synthesized as time series using the method presented in [15] and using Fast Fourier Transforms. The
Kaimal spectra of turbulent wind as described in [12] are employed.

The results for the tower bottom fatigue damage equivalent load as a function of the reduced velocity
Uvea are shown in Figure 1. Peaks and troughs in Figure 1(a) are due to the stochastic nature of the lift
coefficient calculation, so more realizations should smooth out the results.

Deflections are seen to be less than 2% of the tower top diameter, therefore the fluid-structure inter-
action is not dominating. This can be seen in Figure 1(a), where the inclusion of the negative damping
introduced by the type B model does not alter the results significantly.

The deflection time series shown in Figure 2 show that type C fails to account for the effect of
turbulence; namely, that low frequency turbulence contributions change the effective mean wind speed
and thus the vortex shedding frequency, making it a broad-banded process, as can be seen in Figure 3 for
types A and B. Additionally, it is questioned whether the stable change of branch that can be seen in the
type C results in Figure 1(b-d) would still occur under turbulent conditions, or else the deflection might
be underestimated for high velocities. On the other hand, the type B model is incapable of qualitatively
reproducing said change of branch, nor the synchronization effect which makes the structure to vibrate
mainly at a frequency different to its natural frequency, as can be observed in Figure 3.

The sensitivity analysis to the type C semiempiric parameters in Figure 2 shows the qualitative effect
already described in [10], and the impossibility to match the results of the spectral (A and B) models.
This is further confirmed when looking at the fatigue damage in Figure 4. It is worth noting that fatigue
damage is not only affeceted by the amplitude of the vibrations, but also by their frequency, so the
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Figure 2: Last 50 seconds of the non dimensional tower top deflection time series, for vortex shedding
models A and B (top), and model C (bottom), for a reduced velocity Uyeq(H) = 5.
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Figure 3: Left: Product of power spectral density of the tower top deflection and frequency, as a function
of frequency, for vortex shedding models A, B and C, for a reduced velocity Uyeqa(H) = 5.The tower
natural frequency value is marked as f;. Right: Same as Left, but zoomed around the natural frequency.
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parameter H, (¢) A, B, and C with three values of parameter B and (d) A, B, and C with three values
of parameter .

discrepancies shown in Figure 3 will have an effect on the fatigue calculation results.

6 Conclusions

Even though aeroelastic simulations using vortex-induced forces modelling are much richer in detail
and dynamic description than design rule models, evident qualitative differences are shown between the
presented types A, B, and C vortex shedding models that cannot be overcome by simple adjustment of
the semiempiric parameters involved. None of the models seem to satisfactorily account for the vortex
shedding loads in the tower dynamics. To allow for realistic time domain dynamic simulations, there
seems to be a need to develop type C models where the turbulence effect is accounted for accurately,
especially its low frequency components, keeping in mind that experimental adjustments should be made
to properly reproduce the fatigue loading on the wind turbine tower.
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Abstract

Wind turbines are built to extract kinetic energy from the wind. By doing so, they locally slow down the
wind and leave a wake in the wind field. When turbines are placed close to each other, wakes of upstream
turbines can influence downstream ones and reduce the amount of energy they can extract from the wind.
A wind farm control strategy can reduce the power loss due to wake effects. However, such a control
strategy has to work under challenging circumstances: changing wind directions, heterogeneous flow con-
ditions and a large number of turbines with complex wake dynamics. In recent years steady-state model
based approaches have delivered control strategies which can cope with many of the mentioned challenges.
However, these approaches neglect the dynamic behaviour of the wakes and the surrounding flow. This is
where the FLOw Redirection and Induction Dynamics (FLORIDyn) model offers an alternative. At low
computational cost it can simulate parametric wake models in a dynamic fashion. The reworked version
of FLORIDyn from [1] allows for changing wind directions and heterogeneous flow conditions. In [2] it
was further developed to incorporate flow estimators and further decrease the computational cost.

In this work, we utilize the new capabilities of FLORIDyn and couple the model with the high-fidelity
simulation environment SOWFA. This coupling is done by including the Immersion and Invariance (I&I)
estimator ([3]) in FLORIDyn that provides an effective wind speed estimation ueg g1 based on SOWFA
data. We assume that for turbines in free stream ueg &1 = Uree. For downstream turbines, affected by
the wake of upstream turbines, this can not hold true. However, FLORIDyn does model the wake effects
and provides and effective wind speed estimate e p = Ugree(l — 7F), Where 7p is the reduction factor

_(/\12 r
'n
£
g -
Q10 E
3 g,
T wn
=
® g
Q
(9]
&
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é N Time (s)
o 700 900 1100 mo p Mk, Sk md
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Figure 1: Results of Turbine 1 in a 9 turbine case: (a) the estimated free wind speed upree181,r for
varying FLORIDyn parameters; (b) the total Sobol indices of the parameters, indicating how sensitive
the variance of ufee 1&1,F 1S towards the change of a certain parameter.
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based on the FLORIDyn wakes. If u.g r is replaced by the more accurate ues 181, We can estimate tfree:

Ufree, I&I,F = ;Leﬁi’l’r&;l (1)
This new estimate is sensitive to parameter changes of FLORIDyn and coefficient changes of the I&I
estimator. The latter are fixed in this work. A sensitivity analysis (SA) for the FLORIDyn parameters is
performed with e 181,F in @ nine turbine case. During the simulation time, the turbulent flow changes
its direction by 60 deg. As a result, the wakes of upstream turbines temporarily affect downstream
turbines. The FLORIDyn wakes are based on nine parameters which can be roughly categorized: the
parameters « and 3 regulate the length of the near wake area and thus how fast the wake recovers. The
expansion of the wake is parametrized by k, and k;, and the added turbulence in the wake is weighted
by obj, to obj,. Lastly, the parameter d was added in this work, which influences the advection speed of
the wake: how fast state changes propagate and how fast the wake reacts to new flow conditions.

For the SA, we follow [4] and consider one FLORIDyn model evaluation as an operator M (6, O) which
returns the quantity of interest Y and is dependent on the uncertain model parameters 6 = [a, 3, . ..] and
the set operating conditions @. Since a high number of evaluations of M is needed in order to perform
the SA, we approximate the model output behaviour using a polynomial chaos expansion (PC) surrogate
model MFC:

Y = MFC(0,0) =~ M(9,0) (2)

where M€ can be defined as sum of multivariate polynomials. The PC model is then used to calculate
the variance D of the model output, which is then used to calculate the total order Sobol indices:

1
S;I‘otaIZBZwQ’ i:]_,...,NG (3)
Ki

where C; is a subset of the K multivariate polynomials, w are the respective basis function coefficients and
Ny is the number of parameters. A total order Sobol index S;°%! close to 1 indicates that the parameter
1 has a big influence on the variance of Y.

An initial result is that the coupling of FLORIDyn with the 1&I estimator works and ensures a near
perfect fit of the power generated with SOWFA. It is therefore admissible to neglect the power generated
as a quantity of interest and focus on the wind speed. The SA shows that the preliminary dynamic
parameter added plays a dominant role in the variance of the estimated free wind speed. The coefficients
« and [ play a significant role for second row turbines. For third row turbines, the added turbulence
level parameters are more relevant, which is expected to become even more important for large scale wind
farms.

For future work it is recommended to enhance the FLORIDyn simulation environment with additional
estimators for other flow quantities like wind direction, turbulence intensity and wind shear. This can
allow the model to become a more accurate digital clone of a wind farm at a low computational cost.
Based on the SA findings, we recommend to further investigate the dynamic behaviour of the wake and
substitute the added parameter d with a more differentiated function and parameter set. Furthermore,
the importance of obj, to obj, for third row turbines indicates that parametric models without added
turbulence intensity might not have the capabilities to accurately describe wake environments deeper into
the wind farm. Lastly, the generated PC surrogate model can also be used to perform a computationally
efficient parameter calibration using confidence intervals. This calibration can also indicate the uncer-
tainty of the selected parameter values. This could show where the parametric model description is still
insufficient and needs to be improved.
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1 Introduction

Large eddy simulations (LES) have proven as crucial tools for the wind energy society in order to study
and understand the complex physics phenomena that take place inside a wind farm. In these high fidelity
models, wind turbines are usually represented through actuator models that represent the turbine forces
acting on the flow. The actuator line model (ALM) by Sgrensen & Shen [1] currently remains the most
accurate model,taking into account the geometry of the turbine blades. However, its significant time-step
limitations render the method computationally inefficient. The current study investigates the advantage
of employing a multi-rate time-integration technique inside a LES framework, aiming to overcome the
computational cost problem of ALMs. This multi-stepping technique enables the decoupling between the
components of our system. To this end, by employing a fine temporal resolution for the rotor dynamics,
the time step limitations of ALM methods are respected, while the rest of the wind farm flow field
is resolved using coarser time scales. This time scale separation exhibits great benefits for LES using
actuator line methods, by preserving the accuracy of the system but reducing the overall computational
effort of such simulations.

2 Methodology

Multirate Generalized Additive Runge-Kutta Methods (MrGARK) [2] are specific instants of generic
Runge-Kutta methods. The concept of MrGARK methods resides on the fact that the partitions of a
system can evolve at different time scales, but are concisely coupled so as to properly advance in time.

Within this scope, a third order multi-rate scheme is employed as the time marching scheme inside the
pseudo-spectral LES environment SP-Wind, where the wind turbines are modeled through the actuator
line method. As a result, the governing equations of our system are accordingly divided into slow and
fast evolving equations which correspond to the respective components. The forcing terms and the flow
field that resides in a close vicinity to the turbines are discretized with fine time steps h, whereas the rest
of the flow field is discretized using bigger time steps H.The two time scales are connected through the
multi-rate separation ratio M, which is defined as the ratio of the two time steps, M = H/h. Information
between the time scales is exchanged by properly coupling the terms of the system, so that they can
homogeneously progress in time.

3 Results and discussion

The multi-rate time stepping techniques are implemented in the LES framework. In this case, the flow
and the motion of the blades are decoupled. This means that the forcing terms, that are enacted on the
flow by the wind turbines are discretized with a smaller time step h, influencing exclusively the flow field
around it.Various high order schemes have been formulated by Sarshar, Roberts & Sandu [2] from which
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Figure 1: Error plot of instantaneous axial velocity flow fields on wind turbine plane; comparison between
single-rate fourth order Runge-Kutta (H = 0.01sec) versus flow field applying MrGARK Ex3-Ex3 3[S]
(M =4,H = 0.01) (a). Absolute error in reference to time step. A fixed macro-step time integration is
carried out with varying multi-rate step ratios M using Ex3-Ex3 3[S] scheme (b).

an explicit third order scheme (Ex3-Ex3 3[S]) has been selected. The integration scheme is tested upon
a study case with a uniform inflow of 8 m/sec using NREL 15MW wind turbine, different time steps
H = 0.01sec, 0.05sec, 0.1sec and separation factors M = 2, 4.

The performance of the scheme is tested through an error analysis. The error is computed using the
Ly norm and the reference case consists of a typical fourth order Runge-Kutta with a fine time-step of
H = 0.01sec. The obtained results are presented in Fig.1, where the test case is compared against the
reference case. From the figures above it is evident that the numerical solution is calculated with high
accuracy, as the error around the turbine plane remains acceptable after one flow through( Fig.1(a)).
Moreover, the numerical order matches the theoretical order for the tested mutli-rate step ratios.

4 Future Work

Having implemented and validated the performance of MrGARK methods through a preliminary case
study, the next challenge involves a more thorough analysis of the system. This involves an investigation
on the range of the separation ratios that can be used between the blade motion and flow time scales,
as well as the computational gains that can be achieved are interesting subjects to be further studied.
Finally, an extension and coupling with the structural model will reveal the true benefits that these
methods hold for LES.
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1 Introduction

The uncertainty of the power output of wind farms is a relevant issue for manufacturers, transmission
system operators (TSO) and wind farm operators, since it can introduce additional and relevant costs for
the stakeholders in order to balance the electrical grid [1]. With the growing penetration of wind energy
in the electricity market, active power control (APC) methods are gaining strong interest in the industry
as valid tools to balance power production and power consumption. Although APC is nowadays a basic
requirement in the industry, the current practice is to derate the individual turbines to build an active
power reserve, necessary to respond to potential fluctuations in the grid [2]. The aim of this research
project is to advance the current status of power tracking control for wind farms, by developing affordable
and reliable APC methods to optimize the distribution of set points in a waked wind farm with the goals
of extending its lifetime, reducing risks of failures and optimizing the energy extraction. A strong focus
will be put on the application and development of innovative processing routines of real-time data to
determine the status of each turbine in terms of stress, fatigue and power reserve, and to make these
information available to the controller to improve its awareness.

2 Methodology

Figure 1: Iso-contours of Q criterion colored by velocity magnitude. Result obtained from a SOWFA
simulation with two TUM G1 wind turbine models [3] and uniform inflow.

Computational fluid dynamics (CFD) will be used as main tool to research and to test new control
strategies. A version of the open-source software SOWFA developed at TUM will be used due to its
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reliability and suitability to deal with the complex dynamics typical of wind turbine wakes and wake
interactions [4, 5]. SOWFA couples an LES solver implemented in OpenFOAM with the blade element
momentum (BEM) code FAST by NREL [6]. The actuator line method (ALM) [7] is used to model the
blades, by projecting body forces computed with BEM onto the LES mesh grid.

The research methodology is based on the implementation of a feedback loop for APC in SOWFA.
Feedback loop controllers for APC have been investigated extensively by [1, 8]. This controlling strategy
takes as input a reference signal from the TSO and computes the optimal set points distribution to achieve
a wind farm output that matches the reference power signal. The nonunique solution of the problem
makes it possible to not only achieve power tracking, but also to introduce an additional goal, such as
structural fatigue loads mitigation. A sketch of the feedback control system is showed in Figure 2. As
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e power tracking
e optimal set point distribution

Figure 2: Schematic representation of an APC wind farm feedback control system with real time wind
turbine data for power tracking and loads mitigation.

a first step, the method proposed by [8] will be implemented and it will be used as benchmark for new
methods that will be developed during the PhD. The data collected from CFD simulations will be used
as benchmark for wind tunnel experiments, as well as lower-resolution solvers based on engineering wake
models. The results carried out with this study will allow to improve the current control of wind plants,
by providing the industry with methods at reduced costs and limited complexity.
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1 Introduction

Several studies have shown that large wind farms can experience significant variations in the cross-wind
inflow conditions [4, 5]. Furthermore, LES simulations of large finite-sized wind farms have shown that
the flow conditions not only change in the entry region of the farm but also along the streamwise
direction depending on the atmospheric condition [1, 6]. Terrain and layout effects add further
complexity to correctly model the flow field within a wind farm without excessive computational cost.

2 Methods

In this study these intra-plant flow features are learned from SCADA measurements using the
engineering simulation framework FLORIS. This is done by simultaneously tuning the existing wake
parameters and learning the background flow field. The latter is modelled with additional parameters
that are spatially distributed within the wind farm and depend on the wind direction and the atmospheric
stability. To prevent that the estimation problem becomes ill-posed with such a large amount of
parameters, a singular value decomposition of the Fisher information matrix is applied that only
parameters with a high confidence level are tuned [2].

3 Results

The Anholt wind farm consists of 111 turbines and is situated in the Kattegat, about 20 km east of a
peninsula of mainland Denmark in the west and about 25 km west of the island Anholt. Figure 1 shows
the background flow field estimated from operational data. The flow is expressed in terms of speed-up
factors with respect to a uniform flow field, and shows several effects:

e The identified wind speed fields for stable conditions deviate significantly from those in
unstable conditions. As expected, in stable conditions intra-plant effects are generally more
pronounced.

e For directions 0, 90, 120, 180, 330°, a speed up at the edges of the wind farm can be observed,
which is described in literature as a “wall” or “edge” effect [3].

e For wind directions from the west a clear wind speed gradient can be observed, which is
associated with the influence of the nearby coastline [4].

e In addition to the wind speed reduction caused by the turbine wakes, there seems to be a
streamwise velocity decrease in the background flow field.

92



~ PORTO 17" EAWE PhD Seminar on Wind Energy
e we \ FELJP FACULDADE DE ENGENHARIA 3 — 5 November 2021

suropean soademy of wind anergy UNIVERSIDADE DO PORTO Porto, Portugal
stable 0°  unstable stable 30 unstable stable  gQ° unstable
115
| | / / -
stable  gQe unstable unstable stable 15(Q° unstable 110
= = \ \ 1.05
—
S
o
&
st. 1.00 &
able  7g(Q° unstable stable  27(p°¢ unstable stable  24(Q° unstable -
o
Q
w
‘ ‘ / /‘ /‘ 095
0.90
stable 270° unstable stable  30Qp° unstable stable 33(Q° unstable
0.85
» \ X

Figure 1 This plot provides an overview of the long-term wind speeds for all tuning directions with
stable and unstable conditions. Different large-scale wind farm effects become apparent. For
directions 0, 90, 120, 180, 330°: edge/wall effects. Directions 240° and 270°: Coastline effect.
A deep array effect that can be observed especially for the high aspect ratio directions (North,
South).

The identified flow corrections are very much in line with expectations, and lead to a very significant
increase in the accuracy of the Floris-generated power predictions.

During the presentation, a more complete description of the methodology will be given, together with a
deeper analysis of the results.
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Extended Abstract

This contribution presents the development of a (semi-) analytical model to determine the coupled
motion of installation ships and crane load. Two foci will be laid in the future: On the one hand, the real-
time capable model will be developed based on the analytical equation of motion of floating structures.
On the other hand, the input data for this analytical model will be generated by using results from
potential theory while incorporating viscous effects by parametrized values from models tests and CFD
investigations.

Both foci will be shortly explained in this extended abstract, starting with the (semi-) analytical model
followed by the parametrization of the viscous effects.

To determine the motion of ships or other floating structures in real time, complex computational
methods like potential theory models (e.g. Boundary Element Method, BEM) or even CFD models (e.g.
Finite Volume Method, FVM) currently cannot be used due to their high computational demand. Thus,
the most real-time models are based on the analytical equation of motion:

(m+a)X +bx+cx=F(t) (1)

with: Mass/Inertia m, added mass/inertia a, Damping b, Hydrostatic stiffness ¢ and hydrodynamic force
F().

Solving this equation leads to amplitude and phase characteristics called the Response Amplitude
Operator (RAO). The RAO is a frequency-domain presentation of a floating structure’s motion
characteristics in waves. To be able to use this information in a time domain model, which determines
the structure’s motion in irregular waves, this frequency-domain information is transformed into time-
domain information called the /mpulse Response Function (IRF) using an inverse FFT. The motion of
the floating structure in waves will then be determined by a convolution integral of the IRF and the wave
time series. This method has been developed by Cummins [1].

Currently, this model is developed for 1D motion, meaning that no coupling effects between single
degrees of freedom (DOF) are considered. A comparison of the model with results from the commercial
BEM solver Ansys AQWA is shown in Figure 1.
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Figure 1: Comparison of the real-time model (red) with Ansys AOWA (black)

The next steps in the development of the model are an extension to a 6D-model that incorporates Eq. 1
not as a scalar equation but a matrix equation to include coupling between the DOFs. To include the
influence of the crane, a further extension to a 8D-model is planned, with the crane motion as two further
DOFs as shown in [2].

As Eq. 1 depicts a linear mass-spring-damper system, possible non-linearities will not be detected by
the model. Thus, the inclusion of a non-linear extension based on the model of Ellermann & Kreutzer
[3] will be investigated in the future.

The second focus of this work is the determination of the frequency-dependent hydrodynamic mass a
and damping b, which will then be used in the real-time model. A first estimation of these coefficients
will be derived by a BEM model. Additionally, the force vector F(?) and further quantities (e.g. body-
to-body interactions by radiated wave field) are output from the BEM model and will be used in the
real-time model. As BEM models are based on the potential theory, they do not consider viscous effects.
This does lead to an underestimation of the damping, especially for DOFs with small wave radiation
damping, like roll.

To incorporate viscous effects in the real-time model, existing approaches will be reviewed (e.g. the
model of Ikeda for viscous roll damping [4] or the experimental values for added mass of simple
structures by Newman [5]). Additionally, a new model data set will be generated using forced harmonic
oscillation tests. Different model structures and attachments like heave plates or bilge keels will be
investigated. Using this dataset, an OpenFOAM model will be validated using the experimental data. A
snapshot of a model run is depicted in Figure 2.

Figure 2: Snapshot of an OpenFOAM simulation of a heave decay test.

After validation, the model will be used to gain more detailed insights on the relationship between
nearfield hydrodynamics (vortices, etc.) and the global coefficients of hydrodynamic mass and damping.
Finally, these hydrodynamic coefficients will be parametrized using the findings from model tests and
numerical simulations.
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Abstract The offshore wind industry is playing a sizeable role in the fight to combat climate change. In efforts to
minimise the cost of energy of offshore wind, optimisation of foundation design has come to the forefront of research.
Previous design approaches used for offshore wind foundations were formed based on data from oil and gas platforms
located offshore, which were low-height and static structures. Revision of monopile foundations to reflect the significant
cyclic lateral loading of wind turbines due to incident wind and waves are required to maximise the efficiency of these
structures for energy capture.

The soil surrounding the monopile provides resistance to environmental and operational loading imparted on the turbine
structure at significant heights above the seabed. The pressure exerted on the soil matrix constantly fluctuates under cyclic
loading. The soil matrix, made up of soil particles and seawater in the particle voids, reacts to these externally applied loads.
The pressure of the fluid located in the voids is important to the maintenance of soil strength during loading activities. Rate
effects of cyclic loading have the potential to generate pore pressures catastrophic to the wind turbine structure and require
further investigation. Model testing is an economic way to emulate the full-scale pile-soil system and behaviours at a smaller
scale. Through appropriate scaling of parameters and use of dimensional analysis, similitude can be achieved between model
and prototype (field) scales. As larger diameter piles are required, effective modelling of monopiles in saturated sand will be
carried out to investigate drainage conditions locally along the pile length and base, and effects of and influential factors on
pore pressure accumulation will undergo further review.

Keywords: Offshore Wind Turbine Foundations; Geotechnics; Drainage Conditions; Pore Pressure
Accumulation; Model Testing

1 Introduction

Climate change, and efforts to reduce carbon emissions, has resulted in a shift in the energy industry
away from fossil fuels and towards renewable energy sources, like offshore wind. A more consistent
wind resource in further offshore locations, makes offshore renewable technologies high yielding and
favourable over onshore alternatives. Locating structures offshore requires increased design
refinement as loading conditions are harsher than equivalent structures located onshore.

There are various foundation types for offshore wind turbines, including monopiles, tripod, caisson,
jacket and floating. Currently, the most commonly used is the monopile [1]- a steel cylindrical tube
driven into the seabed. The optimisation of monopile design for the offshore environment and wind
turbine operational loads has the potential to reduce the cost of energy for the technology and spur
further investment into the offshore wind sector.
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2 Loading Conditions Typical of Offshore Wind Turbines

Offshore structures are subjected to cyclic
loading imparted by strong winds and waves.
For turbine structures that span great heights
above the seabed, the incident wind and wave
loadings test the lateral capacity of the
foundation and surrounding soil. There is also
cyclic loading of the structure due to the rotary
movement of the blades involved in energy ‘ |
capture.
Previously, offshore foundation design codes \
were developed based on oil and gas platforms;
these were low-height, static structures [2]. The
design method, called the ‘p-y’ method, was
developed based on data of flexible piles, or :
long and slender piles with a high L/D ratio.
Offshore wind turbine piles are typically Lateral soil
designed as rigid structures, with a low L/D Resistance
ratio, due to a lower axial demand. Rigid piles L
differ in behaviour to flexible piles, as they b
develop a toe-kick under lateral loading and . Point of
rotate rigidly about a point, whereas flexible ! Rotation
piles deform by bending. The ‘p-y’ method —

typically accounts for cyclic loading effects by
reduction of the ultimate lateral capacity, butno __ ) . .
consideration is given to the accumulation of Figure 1 Loading conditions imposed on a monopile
rotation or any changes in stiffness that may foundation supporting a typical offshore wind

occur overtime. While ultimate capacity of any turbine.

structure is a central consideration in design, so

too is serviceability which may prove to be the more critical limit state for the design of offshore wind
turbines. Installation methods, load characteristics and number of cycles are not included in standard
pile design approaches, potentially resulting in an underestimation of pile displacements over the
turbine’s operational lifetime. Additionally, cyclic loading of the monopile causes constant fluctuation
of the fluid pressure located in the pore space between adjacent soil particles which can affect the pile-
soil response and warrants further attention.
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3 Pore Pressure Response

3.1 Excess and Dissipation

When the soil matrix is in its initial stable state, the pore fluid pressure holds an equilibrium value
called the hydrostatic pressure (us). Contact or effective stresses (o) exist at the soil grain interfaces
that together with pore fluid pressures make up the total stress in the soil matrix (o). When external
loading is applied to the ground, the pore fluid absorbs the total imparted stress on the matrix as water
is incompressible, and the effective stresses remain unchanged initially. This increase or excess in pore
fluid pressure (ue) above the static value creates extra pressure in the voids and weakens contact
stresses between adjacent particles. Thus, the effective stress, and soil strength are reduced while the
pore pressures remain elevated.

Overtime, the excess pore pressure is transferred to the soil particles, and the pore pressure value
reverts to its pre-loaded static value, as demonstrated in Figure 2(a). During excess pore pressure
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dissipation, consolidation occurs which results in a void volume reduction. Figure 2(b) displays this
transfer of elevated pore pressure to effective stress in the time after loading, while a constant total
stress is maintained. Undrained and drained behavioural bounds are also shown.

Excess Pore Pressure Dissipation of Excess Pore Pressure Post-
Generation and Loading Application
Dissipation due to a Single
Load [
(O]
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— ©
% u(t) = us +u, =
g g
a =
[} (%]
6 -----------
. . i [a]
Time = Time o
& z
- = =us u(t) = Ac' Au Ao %

Figure 2 (a) Generation of excess pore pressure above static pressure due to the application of a
single load. (b) Stress changes in time after load application in i) effective stress ii) pore pressure
and iii) total stress.

Numerical investigations into the development of excess pore pressures in front of monopiles were
undertaken by Cuellar [3] who modelled an increase in excess pore pressure at greater depths below
the mudline, and closer to the monopile face. These observations were reaffirmed by similar numerical
models and experimental validation carried out by Li, Zhang [4].

3.2 Drainage Conditions

A soil exhibits “drained” behaviour when the excess pore pressures dissipate instantaneously upon
loading, and the soil skeleton absorbs the extra stress generated by the load. “Undrained” loading
conditions exist when the transfer of excess pore pressures to effective stresses, generated upon
loading, takes sufficient time after loading. “Partially-drained” soil behaviour exists in the period of
time between undrained and drained conditions, when the transfer of extra stresses is ongoing between
the pore fluid and the soil particles.

Sands typically demonstrate drained or partially drained conditions when loaded, due to its high
permeability as a material. Monopiles installed in saturated sand induce an impermeable boundary and
inhibits drainage of excess pore pressures generated during cyclic loading. As offshore monopile
diameters increase further, the possibility of undrained behaviour in the surrounding soil is more
likely. Zhu, Ren [5] carried out 1g model tests in saturated sand and found that fully and partially
drained sands vary in response. This proves that drainage conditions affect pile performance in terms
of bending, lateral resistance, and deflection, and possible undrained conditions should not be
neglected. Investigation into the potential vertical and horizontal drainage paths in the surrounding soil
of monopiles would also be of benefit.
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3.3 Pore Pressure Accumulation

The dissipation of excess pore pressures may be incomplete between subsequent cycles of loading.
Depending on the frequency of cycling, soil permeability and fluid properties, pore fluid pressures
may not have sufficient time to fully revert to their static values and a build-up or accumulation of
pore pressure could take place. Pore pressure accumulation weakens the soil’s ability to resist shear
and would greatly reduce the shaft frictional resistance of the pile-soil system. This could result in
compromised serviceability of the turbine, or ultimate failure of the structure.

4 Model Testing

Model testing is a cost-effective method to emulate full-scale pile-soil behaviours in the lab.
Appropriate scaling of parameters and dimensional analysis facilitates similitude between model and
prototype (field) scales. In saturated sand model tests, pore fluid and sand material combination
facilitate the modelling of drainage times realistic of the offshore environment. One way to model
pragmatic drainage conditions is to use sand found in-situ with a pore fluid of increased viscosity,
previously silicone oil has been used for this purpose. Alternatively, a sand of smaller particle size
modelled with water as the pore fluid could also achieve desired drainage times. Model tests carried
out at 1g on the laboratory floor are the simplest, most economic option, while more elaborate
centrifuge model tests can be carried out at a chosen gravity level to reflect more realistic stress
distributions of in-situ conditions. Reproduction of the prototype problem at model scale requires full
similitude to ensure reliable results.

5 Outlook

Future work is required regarding pore fluid pressure response and drainage paths in the surrounding
soil of cyclic laterally loaded monopiles. Sand material, pore fluid and pile properties must be
carefully considered to ensure full similitude is achieved in the planned model tests. As offshore wind
turbine sizes continue to grow, and their foundations increase in diameter, inhibited excess pore
pressure drainage and potential accumulation may result in changes to the monopile response. Model
testing of cyclic laterally loaded monopiles in saturated sand at lab scale will further current
knowledge in this area of interest.
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